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Direct Numerical Simulation
of Heat Transfer in
Converging–Diverging
Wavy Channels
Corrugated walls are widely used as passive devices for heat and mass transfer enhance-
ment; they are most effective when operated at transitional and turbulent Reynolds num-
bers. In the present study, direct numerical simulation is used to investigate the unsteady
forced convection in sinusoidal, symmetric wavy channels. A novel numerical method is
employed for the simulations; it is meant for fully developed flows in periodic ducts of
prescribed wall temperature. The algorithm is free of iterative procedures; it accounts for
the effects of streamwise diffusion and can be used for unsteady problems. Results of two
simulations in the transitional regime for Reynolds numbers based on average duct
height and average velocity of Re=481 and Re=872 are reported. Time averaged and
instantaneous velocity and temperature fields together with second-order statistics are
interpreted in order to describe the mechanism associated with heat transfer augmenta-
tion. Heat flux distributions locate the most active areas in heat transfer and reveal the
effects of convective mixing. Slanted traveling waves of high temperature are identified;
peak values of Nusselt number are attained when the high-temperature fluid of the waves
reaches the converging walls. �DOI: 10.1115/1.2717235�

Keywords: forced convection, streamwise periodic ducts, uniform wall temperature,
axial diffusion, heat transfer enhancement, wavy walls
Introduction
The use of corrugated channels is one of the passive techniques

hat can enhance heat and mass transfer by increasing turbulent
ixing; wavy walls are commonly used for application in medical

evices and in compact heat exchangers �1,2�. Since in gas–liquid
eat exchangers, the heat transfer resistance at the liquid side is
sually small in comparison with that at the gas side, the latter is
he main target of this study.

A significant body of research on flow and heat transfer in wavy
hannels of different configurations is available in the literature;
he following literature review is restricted to the investigations in
inusoidal, symmetric wavy channels. The experimental investi-
ation by Nishimura et al. �3� elucidates the main features of fluid
ow in wavy ducts; they point out the presence of a circulation
egion at Re�15 and the onset of unsteady vortex motion and
urbulent flow features about a Reynolds number, Re=350. The
ocation of separation and reattachment points, the friction factor,
nd the wall shear stress distribution, are provided for a wide
ange of Reynolds numbers, in the laminar and fully turbulent
egime.

Guzmán and Amon �4,5� study the transition from laminar to
haotic flow in wavy ducts of the same geometry through the use
f a spectral element method. The transition to chaos in
onverging–diverging channels occurs through a sequence of in-
ermediate states of self-sustained periodic, quasi-periodic, and
nally aperiodic or chaotic regimes.
While the studies cited so far are limited to the analysis of the

uid flow, mass transfer rates between two sinusoidal wavy plates
laced symmetrically about the flow axis are measured by Nish-
mura and co-workers �6�; the restart of the concentration bound-

1Corresponding author.
Contributed by the Heat Transfer Division of ASME for publication in JOURNAL OF

EAT TRANSFER. Manuscript received March 25, 2006; final manuscript received

ugust 5, 2006. Review conducted by Gautam Biswas.

ournal of Heat Transfer Copyright © 20
ary layer gives place to a mass transfer enhancement which is
larger in the turbulent regime. Developing flow and heat transfer
is described in an experimental work by Rush et al. �7�; they
examine the effect of changes in phase angle, amplitude of the
passage, and wavelength of the wavy surfaces on the local Nusselt
number.

To the authors’ knowledge, all the previous numerical investi-
gations of convective heat transfer in converging–diverging wavy
channels adopt a two-dimensional approach. Results of two-
dimensional numerical studies that do not use turbulence models
are limited to the laminar regime. Wang et al. �8� and Ničeno et al.
�9� report on fully developed convective heat transfer in an un-
steady, laminar regime in wavy channels of the same geometry as
the experiments by Nishimura et al. �3�. Stone et al. �10� and
Bahaidarah et al. �11� focus on developing flow and heat transfer.
The effects of variations in geometrical parameters on heat trans-
fer in an unsteady, laminar regime is addressed by Hossain et al.
�12�.

Corrugated channels are an effective heat transfer device only
at transitional and turbulent Reynolds numbers �13,14�. In the
currently available numerical studies that examine turbulent con-
vection in similar geometries �15�, turbulence is modeled. The use
of turbulence models does not allow for a detailed description of
the three-dimensional, time-dependent phenomena of forced con-
vection in corrugated ducts while, as Jacobi and Shah stated �2�,
new enhanced surfaces for compact heat exchangers can only be
conceived starting from a clear understanding of the flow and the
mechanism associated with heat transfer augmentation.

In order to extend the current understanding of the heat transfer
enhancing mechanism in conditions close to applications, a three-
dimensional, time-dependent numerical study of heat transfer in
symmetric wavy-walled channels is presented in this paper. The
investigation focuses upon a constant property fluid with Prandtl

number Pr=0.7, which is representative of air. The two cases con-

JULY 2007, Vol. 129 / 76907 by ASME
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idered have Reynolds numbers of Re=481 and Re=872; they
all, respectively, in the range of the quasiperiodic and chaotic
egime described by Guzmán and Amon �4�.

Heat transfer statistics are reported to locate the areas of stron-
er mixing and to determine the main features of convection in
ifferent regimes. The heat transfer mechanism is investigated
hrough the observation of temperature patterns in instants of rela-
ive maximum and minimum Nusselt number.

Larger mechanical pumping power compared to the channel
ow at a given flow rate is required to induce heat transfer en-
ancement by turbulent2 mixing in wavy channels. Accurate cal-
ulations of both friction factor and Nusselt number are reported
o provide information on the performance of the symmetric sinu-
oidal passages.

A major contribution of the present study is in the new numeri-
al algorithm for the simulation of fully developed turbulent con-
ection in ducts of uniform wall temperature. The proposed tech-
ique descends from the analysis of Patankar et al. �16�. It uses
he same form of the equations as in the work by Greiner et al.
17� but it is not limited to the use for steady or time-periodic
ows. Moreover, in contrast with the methods usually adopted in

he unsteady cases, like the one described by Wang et al. �8�, and
lso in contrast with the algorithms cited above �16,17�, the pro-
osed technique is free of iterative strategy, ensuring a consider-
ble economy of computational effort.

Computational Domain
A longitudinal view of the domain geometry is shown in Fig. 1,

ogether with the coordinate system. The ratio between maximum
nd minimum channel height is Hmax/Hmin=10/3, while the peri-
dic length is L /Hmin=14/3 in all computations; the domain is
omogeneous in the spanwise direction z. This three-dimensional
onfiguration corresponds to the one considered in the experimen-
al work by Nishimura et al. �3� and the two-dimensional numeri-
al studies of Wang et al. �8� and Ničeno and Nobile �9�.

The size of the domain and the number of grid points for the
wo cases reported are given in Table 1, where the reference
ength scale � corresponds to half of the maximum duct height.
he adequacy of the computational domain size in spanwise di-

ection is confirmed by the autocorrelation function of the velocity
uctuations, that substantially vanishes within the half-domain

ength. Along the x direction, simulations are performed over one
eriodicity L after which the flow and temperature patterns repeat
hemselves; the periodic assumption is deemed to provide a rea-
onable model for understanding the fundamental processes that
overn heat transfer in symmetric wavy channels. A detail of the
29�129 computational mesh in the x-y plane over the sinusoidal
aves is illustrated in Fig. 2.

2In order to avoid clumsy turns of phrases, expressions like “turbulent mixing,”
turbulent fluxes,” “turbulent stress” will be used in the present discussion, even
hough the cases considered belong to the transitional regime and the use of the term

Fig. 1 Geometry of the problem, longitudinal view
turbulent” in this context may not be appropriate.

70 / Vol. 129, JULY 2007
3 Formulation and Numerical Methods

3.1 Momentum Equations. The momentum equations are set
in dimensionless form using � as a reference quantity for spatial
coordinates, the friction velocity u�= ��� /��1/2 for velocities, and
tref=� /u� for time. In the definition of the friction velocity, � is
the constant pressure drop imposed in the x direction along one
periodicity, divided by L

P̄�x,y,z� − P̄�x + L,y,z�
L

= � �1�

where the bar denotes time averaging. The pressure field P is
subdivided into a linear and an unsteady, periodic contributions

P�x,y,z,t� = − �x + p�x,y,z,t� �2�
where periodic boundary conditions are assigned to the pressure
fluctuation p in the streamwise direction. The conservation equa-
tions for mass and momentum in dimensionless form result in

� · u = 0 �3�

�u

�t
+ � · �uu� = − �p +

1

Re�

�2u + b �4�

where b is the unit vector in the x direction since in the nondi-
mensional form, �=1; Re� is the friction Reynolds number; and
Re�=u�� /�. No-slip boundary conditions are enforced at the sinu-
soidal walls, and periodicity is set in the homogeneous spanwise
direction and in the streamwise direction.

3.2 Energy Equation. In this Subsection we present a novel
technique for the numerical simulation of time-dependent, fully
developed temperature fields with uniform temperature boundary
conditions. For clarity, the numerical method is described at first
for ducts having uniform cross section; the extension to ducts with
periodic variations of cross-sectional area is provided in Sec.
3.2.2.

3.2.1 Uniform Temperature Boundary Conditions in a Flat
Channel. The proposed technique descends from the analysis of
Patankar et al. �16�. It uses the same form of the energy equation
as used by Greiner et al. �17� but it has the characteristic of avoid-

Table 1 Parameters for the simulations

Re L /� Lz /� Nx�Ny �Nz

872 2.8 2.0 129�129�65
481 2.8 1.0 65�129�33
Fig. 2 Detail of the orthogonal grid

Transactions of the ASME
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ng any iterative procedure to compute the temperature field to-
ether with the temperature decay rate �, the latter being deter-
ined through an energy balance.
The definition of thermally developed flow expresses the fact

hat the shapes of the time-averaged temperature profiles at suc-
essive streamwise locations are self-similar

�

�x� T̄�x,y� − T̄w�x�

T̄b�x� − T̄w�x�
� = 0 �5�

here the bulk temperature is defined as Tb�x�=um
−1�AuTdA, and

he dash indicates time averaged quantities. For channel flow in
ully developed conditions and prescribed wall temperature, the

emperature difference, T̄−Tw, decays exponentially with the
treamwise coordinate; this is usually demonstrated using an en-
rgy balance equation where the axial diffusion contribution is
eglected. Such hypothesis is unnecessary and the effects of axial
iffusion, which might play a role in the low Péclet cases, can also
e included in the simulations.

The energy balance equation in the unit spanwise length of a
ully developed turbulent flat channel is given by

Hum
dT̄b

dx
= 2	

�T̄

�

+ H	

d2T̄m

dx2 �6�

here 
 is the coordinate normal to the wall pointing outward; 	
s the thermal diffusivity of the fluid �	=k /�c�; and the last term
n the right side accounts for the streamwise diffusion. For the
ase of uniform wall temperature, the energy balance can be cast
n terms of the temperature difference �=T−Tw using condition
5�

H
�̄m

�̄b

	
d2�̄b

dx2 − Hum
d�̄b

dx
+ 2	

d

d

� �̄

�̄b
	�̄b = 0 �7�

oth �̄ / �̄b and �̄m / �̄b are independent of x; the energy balance
q. �7� is a linear, homogeneous, second-order differential equa-

ion in �̄b, with coefficients

a2 = H
�̄m

�̄b

	; a1 = − Hum; a0 = 2	
d

d

� �̄

�̄b
	 �8�

ince a0 is negative and zero only in the case of uniform tempera-
ure fluid, the characteristic equation has two real roots, �1
0 and
2�0; it follows from physical considerations that the solution to
q. �7� is in the form: �̄b�x0�e�1�x−x0�. In fully developed condi-

ions with prescribed wall temperature, the time-averaged tem-
erature field also decays exponentially in the streamwise direc-
ion when axial diffusion is included. A positive constant �
epresenting the temperature decay rate is defined as

� = −

d

dx
�T̄b�x� − Tw�

�T̄b�x� − Tw�
�9�

t is straightforward to recognize that �=−�1. The streamwise
ariation of the mean temperature profiles is

T̄�x,y� = T̄�x0,y�e−��x−x0� �10�

here Tw is set to zero for simplicity. It is then possible to define

normalized temperature � whose averaged value �̄ does not
epend on x

��x,y,z,t� =
T�x,y,z,t�

e−�x �11�

nlike the temperature T, periodic boundary conditions can be
mposed on the normalized temperature � in the streamwise direc-
ion, and this new variable is better suited for being computed in

irect numerical simulations of turbulent convection in ducts. The
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energy equation with no heat sources nor sinks, neglecting viscous
dissipation and assuming constant thermophysical properties, is
given by

�T

�t
+ � · �uT� = 	�2T �12�

substitution of Eq. �11� into the energy Eq. �12� yields

��

�t
+ � · �u�� = 	�2� + �	�2 + u��� − 2	�

��

�x
�13�

The time-dependent simulation of fully developed flow and
heat transfer in a conventional duct with uniform temperature
walls is therefore reduced to the calculation of the temperature
decay rate � and the solution of the transport Eq. �13� for the
streamwise periodic variable �. In the solution algorithm, � is
computed at every time step from Eq. �14� with the coefficients ai
being determined from their expressions �8� through the use of
moving averages

� =
a1 + 
a1

2 − 4a2a0

2a2
�14�

Only few generalizations have to be accomplished for the ap-
plication of this method to ducts having streamwise periodic
variations of the cross section.

3.2.2 Extension to Periodic Ducts. In this section, the tech-
nique for dealing with uniform temperature walls is extended in
order to account for periodic, streamwise variations of the cross-
flow area; the proposed technique is valid for time-dependent,
fully developed thermal fields. The discussion is limited to do-
mains that are symmetric with respect to a x−z plane, but the
adaptation to a more general, periodic geometry is possible.

Following the definition given in Ref. �16�, a thermally devel-
oped regime in streamwise periodic ducts is characterized by self-
similar profiles of temperature at x locations separated by the pe-
riod length L; in the uniform wall temperature case, this is
expressed as

T̄�x,y� − Tw

T̄b�x� − Tw

=
T̄�x + L,y� − Tw

T̄b�x + L� − Tw

�15�

When considering ducts of varying cross section, the tempera-
ture decay rate is still defined by Eq. �9� but � is no longer uni-
form along x, �=��x�. It can be proved �16� that when the varia-
tions in section are periodic along the direction of the flow and for
the fully developed regime, � is periodic; therefore the integral
over one periodicity

�L =
1

L�
x0

x0+L

��x�dx �16�

is independent of the starting point and �L is uniform. It descends
from the integration of Eq. �9� in the x direction where Tw is set to
zero

T̄b�x + L� = T̄b�x�e−�LL �17�

that the energy equation can be solved in terms of a new
temperature-like variable

��x,y,z,t� =
T�x,y,z,t�

e−�Lx �18�

having the favorable property that its time-averaged value is pe-

riodic in the streamwise direction
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�̄�x,y,t� =
T̄�x,y,t�

e−�Lx =
T̄�x + L,y,t�

e−�L�x+L� = �̄�x + L,y,t� �19�

his property is not restricted to T̄b�x , t� /e−�Lx since the shapes of
emperature profiles at successive streamwise locations at a dis-
ance L, are self-similar. The temperature decay rate �L can be
valuated from the integration over a periodic module of the time-
veraged energy equation. Starting from the energy equation in
erms of the periodic temperature

��

�t
+ � · �u�� = 	�2� + �	�L

2 + u�L�� − 2	�L
��

�x
�20�

he integral energy conservation equation is obtained using the
eriodicity of � and u and the fact that at the walls both u and �
qual zero

0 = 	�
Sw

��̄

�

dS + 	�L

2�
V

�̄ dV + �LLz�
0

L

Hum�̄b dx �21�

quation �21� is a quadratic equation in �L of coefficients

b2 = 	�
V

�̄dV; b1 = Lz�
0

L

Hum�̄b dx; b0 = 	�
Sw

��̄

�

dS

�22�

ince b2 and b1 are positive, while b0 is negative, �L is evaluated
rom

�L =
− b1 + 
b1

2 − 4b2b0

2b2
�23�

The nondimensional form of the energy equation and the ex-
ression for � are obtained through the same reference quantities
s for the momentum equations, together with a reference tem-
erature Tref that can be assumed as the bulk temperature at the
nlet of an arbitrary periodic element of the duct.

The second-order finite-volume code used for the simulations
oes not differ from the one used in a former study of the flow and
eat transfer over riblets �18�. The transport equation for � is
olved using standard numerical techniques; periodic boundary
onditions are enforced on � in the streamwise and spanwise di-
ections; and �=0 is set on the solid walls. The temperature decay
ate is evaluated through Eq. �23� at every timestep before ad-
ancing in time the temperature Eq. �20�. Time averages for the

ig. 3 Time traces of the streamwise component of the veloc-
ty vector in the center of the computational domain „x=L /2 ,y
Hmax/2… for Re=481 and Re=872
alculation of coefficients Eq. �22� are performed backward for a
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�ta time extent through a moving average.
In the following discussion, the Reynolds number, the Nusselt

number, and the friction factor are defined as

Re =
Qs

�
; Nu =

2Havh

k
; f = −

�P

L

Hav

2�uav
2 �24�

where Hav= �Hmax+Hmin� /2 and uav=Qs /Hav. In the numerical
code and in terms of nondimensional quantities, they are evalu-
ated by

Re = Re�Qs; Nu = −
2Hav

��Tb
 − Tw�
��T

�


; f =
Hav

2uav
2 �25�

where angular brackets denote a spatial average; while the tem-
perature field is averaged over the three-dimensional domain for
obtaining �T
, the average is performed only in x for �Tb
. The
instantaneous Re, Nu, and f are further integrated in time for
obtaining their time-averaged values.

4 Results and discussion
In order to first check the accuracy of the proposed computa-

tional procedure, a set of simulations have been performed in the
laminar regime at different Reynolds numbers ranging from Re
=20 to Re=180. Results are in general agreement with other au-
thors’ work for the friction factor �3,9�, the reattachment point
position �3� and the Nusselt number �8,9�. Since the laminar flow
and heat transfer in wavy channels is already well known from the
cited literature, results in the laminar regime are reported in the
present discussion only for the description of turbulent mixing
effects on heat transfer.

As the Reynolds number increases, the laminar flow in wavy
channels passes through a transition process becoming periodic,
quasiperiodic, and chaotic. Results of two simulations in unsteady
regime are presented in the paper: one for a Reynolds number in
quasiperiodic range Re=481, and the other in the chaotic range
Re=872. The power spectrum of a quasiperiodic dynamical sys-
tem is characterized by two or three fundamental frequencies and
their linear combinations; in the Re=481 simulation, a broadband
continuous spectrum appears in the background of the typical qua-
siperiodic pattern, as commented by Guzmán and Amon �4� with
reference to their Re=500 simulation. Accordingly, the quasiperi-
odic features of the Re=481 time trace displayed in Fig. 3, is
superimposed on the broadband noise characteristic of chaos and
does not differ substantially from the aperiodic behavior of the
Re=872 signal.

In the unsteady regimes, when a statistical steady state is
reached, the integration continues in order to achieve statistically
stable local and global quantities. In Table 2, the dimensionless
time interval for the evaluation of statistics �ts, the amplitude of
moving averages �ta, and timesteps are reported. During the sam-
pling time period �ts, a velocity and a temperature fields are
stored every 0.2� /u�. The symmetry features of the second-order
moments calculated reveal the adequacy of the sampling interval;
a longer sampling would not modify the results of the present
analysis.

A plot of the instantaneous velocity and temperature fields in
the computational volume is shown in Fig. 4 for Re=872. Trajec-
tories of virtual particles and contours of the velocity module on
three spanwise planes are displayed in Fig. 4�a�, while Fig. 4�b�

Table 2 Nondimensional time intervals

Re �ts �ta �t

481 100.1 27.0 1.8·10−4

872 105.4 42.0 1.4·10−4
shows isosurfaces of temperature fluctuations at level 1 /2Tmax�
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ogether with contours of instantaneous temperature fluctuations.
he T� isosurfaces can be interpreted as traveling waves of high

emperature and will be discussed in more detail in Sec. 4.1.
Streamlines of the time-averaged velocity field are displayed in

ig. 5�a�; they show large circulation regions in the channel val-
eys. The size of the mean spanwise vortices varies depending on
he Reynolds number. In agreement with previous experimental
esults �3�, the time-averaged reattachment point for Re=481 is
alculated in x /L=0.82, while for Re=872 it is located in x /L
0.78.
Figure 5�b� shows contours of the mean temperature field;

arger temperature gradients are found next the converging walls.
emperature profiles for the two cases are compared in Fig. 6�a�;

he Re=872 profiles show a more uniform distribution of high-
emperature values. This is consistent with the higher Nusselt
umber calculated.

Nusselt numbers and friction factors for the two unsteady cases
onsidered are reported in Table 3; values calculated for the lami-
ar, Re=71 case are produced for comparison purposes. A com-
on practice to evaluate the performances of enhanced surfaces is

ig. 4 Instantaneous plots of the velocity and temperature
elds for Re=872: „a… trajectories of virtual particles and con-

ours of the velocity module on three spanwise planes; and „b…
sosurfaces of temperature fluctuations at level T �= 1

2Tmax� and
� contours
o relate the friction factor and Nusselt number of the corrugated

ournal of Heat Transfer
channel to the values for a flat channel at the same flow rate. In
Table 3, the reference values f f and Nuf for the cases considered
are calculated for Reynolds numbers of the hydraulic diameter
ReD=2Re. Since in this Reynolds number range only the laminar
regime is sustained in a parallel channel, the reference values are
calculated analytically as f f =24/ReD and Nuf =7.5407 �19�. In the
laminar regime there is no major increase in Nu with respect to
the value for a laminar flow between parallel plates. The heat
transfer coefficient in the transitional regime is considerably in-
creased with respect to the laminar value in wavy channels and
the value calculated for the aperiodic Re=872 case is almost twice
the value for Re=481. Also the normalized friction factor f / f f
experiences a considerable increase with Re.

Profiles of the intensity of temperature fluctuations T�T� are
shown in Fig. 6�b�, the peak values are placed in the same area as
v�T�, and also u�u�, v�v� and u�v�, not shown here for brevity.
Stronger fluctuations and turbulent stress are calculated in the
zone where the fast fluid coming from the minimum cross section
meets the slower fluid of the expansions giving place to a shear
layer. In the Re=872 case, a narrow layer of large temperature
fluctuations can be observed parallel to the converging walls, at a
distance of 
�−0.04 from the walls. The presence of those peaks
will be explained in Sec. 4.1 from the observation of instanta-
neous T� fields.

A comparison between contours of the mean advective term in
the y direction v̄T̄ in the laminar and transitional regime of Fig. 7
reveals that the poor heat transfer performances in steady regime
can be ascribed to the lack of convective mixing between the
mainstream and the circulation regions. Unlike the laminar re-
gime, in the Re=872 case of Fig. 7�b�, positive and negative
peaks are found near the walls, especially in the downstream half
of the passage, where the cold fluid of the conductive substrate is

Fig. 5 Time averaged velocity and temperature fields of the
Re=872 case: „a… streamlines; and „b… temperature contours
efficiently mixed with the warm fluid of the core region. The
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elative magnitude of advective fluxes is displayed in Fig. 8�a�;
arger advective fluxes are calculated for higher Reynolds num-

ers. The nondimensional v̄T̄ maxima for Re=71, Re=481, and
e=872 are 0.14, 0.49 and, 0.68 respectively.
Profiles of the v�T� advective fluxes are shown in Fig. 8�b�; the
aximum is higher in the Re=872 case, the nondimensional
axima being 0.097 and 0.13. Moreover peaks are placed closer

o the diverging walls, where the unsteady mixing can be more
ffective in contributing to the heat transfer.

4.1 Observation of Instantaneous Temperature Patterns.
n this section, several snapshots representing the instantaneous

emperature fluctuations T�=T− T̄ are shown for the Re=872 case.
hey are taken in instants of relative maximum and minimum
usselt number on the spanwise plane z=1/2Lz of the computa-

ional domain in order to describe the physical events that are
ssociated with peak heat transfer rate.

The instantaneous T� distributions are shown in Figs. 9 and 10.
ll T� plots show slanted traveling waves of high-temperature
radient which move with higher velocity than the average. The
igh Nusselt number plots of Fig. 9 are characterized by the pres-
nce of one or two high-temperature layers near the converging
alls and parallel to them. As confirmed by the observation of

onditionally averaged plots, peaks of Nusselt are attained when a
raveling wave of high temperature reaches the wall on the down-

ig. 6 Mean temperature profiles and intensity of temperature
uctuations T �T �: „a… mean temperature profiles in seven x po-
itions; dashed lines identify profiles for Re=481, solid lines
or Re=872; and „b… T �T � profiles; dashed lines for the Re
481 case, solid lines for Re=872

Table 3 Main flow and heat transfer results

e f f / f f Nu Nu/Nuf

1.1 0.348 2.06 7.90 1.05
81 0.121 4.85 16.5 2.19
72 0.148 10.8 29.7 3.94
74 / Vol. 129, JULY 2007
stream half of the channel. The occasional presence of such waves
near the converging walls also explains the presence of larger
temperature fluctuations in the same area, clearly visible in the
T�T� plot of Fig. 6�b�, for Re=872.

A marked similarity is observed between the T� fields of Figs. 9
and 10 and the corresponding u� fields, not reported here for brev-
ity. This observation is consistent with the Pr=0.7 fluid of the
present study. When a high Nusselt is calculated on the bottom
wall, the velocity boundary layer is also thin and drag forces
increase; the opposite is true in instants of low Nusselt number.

5 Concluding Remarks
Forced convection in sinusoidal wavy channels is investigated

for a Pr=0.7 fluid, in the transitional Reynolds number range that
is particularly important to applications. The study is conducted
by means of direct numerical simulation of the three-dimensional,
time-dependent flow and energy equations.

The heat transfer enhancement effect of the wavy walls with
respect to a corresponding flat walled channel is primarily due to
an anticipated transition to unsteady conditions. Heat transfer
rates calculated for wavy channels in the transitional regime show
a sensible increase with respect to the steady flow values. The
reason for the remarkable heat transfer augmentation is found in
the analysis of heat fluxes; unlike the laminar regime, in the ape-

riodic case the v̄T̄ heat fluxes show strong interaction with the
cold fluid near the wall region, especially in the downstream half
of the channel. Mean and turbulent heat fluxes in the y direction

are larger in the Re=872 case than for Re=481; peaks of v̄T̄ and

Fig. 7 Mean advective term v̄T̄ in the y direction: „a… laminar,
Re=71 case; and „b… transitional, Re=872 case. Dashed lines
show negative contours and solid lines show positive
contours.
v�T� are placed closer to the walls where they are more efficient
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n the mixing of the cold fluid from the walls with the warm fluid
f the core. Accordingly, the Nusselt number nearly doubles be-
ween Re=481 and Re=872.

The algorithm used for the simulations improves the feasibility
f performing direct numerical simulations of heat transfer in the
eriodic passages of compact heat exchangers. Accurate three-
imensional, time-dependent numerical simulations can comple-
ent experiments in revealing the mechanisms associated with

eat transfer augmentation over different corrugated geometries;
his would assist designers in conceiving new enhanced surfaces
y exploiting clearly identified physical mechanisms.
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omenclature
A � cross-sectional area
b � unit vector in the streamwise direction
c � specific heat
f � friction factor, Eq. �24�

Hmax � maximum channel height
Hmin � minimum channel height
Hav � average channel height Hav= �Hmax+Hmin� /2

h � heat transfer coefficient
k � thermal diffusion coefficient
L � periodic length in the x direction

Lz � length of the domain in the z direction
Nu � Nusselt number, Eq. �24�

Nx ,Ny ,Nz � number of grid points in x ,y ,z direction
p � periodic part of the pressure field

ig. 8 Advective fluxes in the y direction, dashdot lines show
rofiles for the laminar Re=71 case, dashed lines for the Re
481 case, and solid lines for Re=872: „a… mean heat fluxes v̄T̄;
nd „b… turbulent heat fluxes v�T �
P � pressure field

ournal of Heat Transfer
Fig. 9 Temperature fluctuations T � in instants of relative maxi-
mum Nusselt for Re=872: „a… t=147.9 and Nu=39.9; „b… t
=151.3 and Nu=41.1; „c… t=160.9 and Nu=34.8; and „d… t
=163.7 and Nu=40.8. Dashed lines are negative contours and
JULY 2007, Vol. 129 / 775
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Pr � molecular Prandtl number, Pr=� /�
Q � volumetric flow rate

Qs � volumetric flow rate per unit spanwise length,
Qs=Q /Lz

Re � bulk Reynolds number, Re=Qs /�
ReD � Reynolds number based on the hydraulic

diameter
Re� � Reynolds number based on the friction veloc-

ity, Re�=u�� /�
T � temperature field
t � time

tref � reference time, tref=� /u�

u � velocity vector, u= �u ,v ,w�
u� � friction velocity, u�= ��� /��1/2

uav � average velocity, uav=Qs /Hav
um � mean velocity, um�x�=Qs /H�x�

x ,y ,z � Cartesian coordinates

Greek Letters
	 � thermal diffusivity 	=k /�c
� � imposed pressure drop per unit length

�t � timestep
�ts � statistical sampling time interval
�ta � time extension for moving averages

� � reference length

 � coordinate normal to the wall, pointing

outward
� � periodic temperature
� � temperature decay rate, Eq. �9�
� � kinematic viscosity
� � density
� � temperature difference with the wall T−Tw

Subscripts and Symbols
av � average
b � bulk
f � flat channel

m � mean
ref � reference
w � wall
•� � fluctuating value

•̄ � time averaged value
�•
 � space averaged value
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Investigation of Detached Eddy
Simulations in Capturing the
Effects of Coriolis Forces and
Centrifugal Buoyancy in Ribbed
Ducts
The predictive capability of Detached Eddy Simulations (DES) is investigated in station-
ary as well as rotating ribbed ducts with relevance to the internal cooling of turbine
blades. A number of calculations are presented at Re=20,000 and rotation numbers
ranging from 0.18 to 0.67 with buoyancy parameters up to 0.29 in a ribbed duct with ribs
normal to the main flow direction. The results show that DES by admitting a LES solution
in critical regions transcends some of the limitations of the base RANS model on which
it is based. This feature of DES is exemplified by its sensitivity to turbulence driven
secondary flows at the rib side-wall junction, to the effect of Coriolis forces, and cen-
trifugal buoyancy effects. It is shown that DES responds consistently to these non-
canonical effects when RANS and URANS with the same model cannot, at a cost which is
about a tenth of that of LES for the geometry and Reynolds number considered in this
study. �DOI: 10.1115/1.2717944�

Keywords: detached eddy simulations (DES), Coriolis forces, centrifugal buoyancy,
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ntroduction
Despite the continual development of computational schemes to

redict turbulent flows over the last few decades, the computation
f highly unsteady, separated flows at high Reynolds number is
till a major challenge. Reynolds averaged Navier Stokes �RANS�
pproaches have been traditionally applied to a variety of flows.
his approach is cost effective, but, in spite of several improve-
ents in RANS models, they are not able to predict flows far from

heir calibration regime. Large eddy simulation �LES� is a viable
lternative for accurate computations. However, the near wall
esolution required for LES makes it prohibitively expensive at
igh Reynolds numbers. This is the rationale behind the continual
evelopment and application of hybrid RANS-LES methods,
hich combine the advantages of both the schemes.
Out of this family of hybrid techniques, detached eddy simula-

ion �DES� is a technique that has gained popularity since it was
roposed by Spalart �1� in 1997. DES involves sensitization of a
ANS model to grid length scales, thereby allowing it to function
s a subgrid scale model in regions of interest. This allows the
atural instabilities of the flow in this region to develop. A finer
rid �in the region of interest� allows the energy cascade to grow
nd improves the quality of the solution.

This technique, initially proposed based on the Spalart-
llmaras turbulence model, treats the inner wall layer in a RANS
ode and, by modifying the length scale in the destruction term,

he model switches to a subgrid type formulation in regions away
rom the wall. This eliminates the fine grid resolution needed in
all parallel directions to resolve the small scale turbulent eddies

esponsible for production of turbulence, which results in consid-
rable cost savings.

Later this technique was generalized by Strelets �2�, who de-
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fined an analogous DES formulation for the Menter’s shear stress
transport model. By this modified definition, DES is made more
sensitive to the local flow features by defaulting to a RANS solu-
tion in regions �even away from the wall� where the turbulent
length scale is less than the grid length scale.

DES has been used in the prediction of a wide range of flow
regimes, especially for high Reynolds number flows undergoing
separation. The first application of DES after it was proposed was
in 1999 when Shur et al. �3� applied DES to the study of flow
around a NACA0012 airfoil at high angles of attack. DES was
subsequently used by Travin et al. �4� to predict the flow past a
circular cylinder and Constantinescu et al. �5,6� to predict the flow
around a sphere. These geometries belonged to a class of sepa-
rated flows where the separation is not fixed by the geometry and
so the prediction of the three-dimensional separation is a chal-
lenge for the prediction scheme. The three-dimensional time de-
pendent flow in the wake of these geometries was predicted well
by DES in both these cases, which proved to be a motivating
factor for the further application of DES.

DES was further extended to flow around other complex geom-
etries. Viswanathan et al. �7� applied DES to the flow around an
aircraft forebody to consider the stability and control of the air-
craft at high angles of attack. This study performed for a high
Reynolds number was significant as it was representative of real-
istic flight conditions. The effect of mesh refinement was high-
lighted in this study and it was observed that as the mesh was
refined in the detached regions of the flow, a wider range of scales
were resolved. Kotapati-Apparao et al. �8� used DES to accurately
predict the complex physics aft of a prolate spheroid undergoing a
pitchup maneuver. The primary and the secondary separations ob-
served in experiments, which URANS failed to capture, were cap-
tured accurately by DES.

Forsythe et al. �9� carried out a study of the flow around an
F-15 aircraft at a high angle of attack. In this study, DES and
URANS were compared and the superiority of DES in predicting

the turbulent structures around the aircraft was highlighted. The

07 by ASME Transactions of the ASME
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ffects of DES on mesh and time step refinement were also stud-
ed. Similar DES studies were carried out on other aircrafts �9–11�
o study wing stall and vortex bursts. Kapadia et al. �12� used DES
o model the flow behind an Ahmed car model. This study applied
ES to a mildly separated case, which was prone to reattachment,

nd thus broadened the application base of DES.
Though diverse in application, one common feature of the

bove flows is that they pertain to external flow regimes undergo-
ng separation, for which DES was originally proposed. The first
tudy that applied DES to internal flows was reported by Nikitin
t al. �13� in a turbulent channel flow with the Spalart-Allmaras
odel. The wall parallel grid was sufficiently coarse that DES

ehaved as a subgrid scale model with a built-in wall function.
he modeled and the resolved turbulent shear stresses in the chan-
el were studied and the effect of the grid spacing on turbulent
hear stress evaluated.

A ribbed duct flow is a further extension of DES to internal
ows. The homogeneous channel flow considered by Nikitin et al.
aintained a constant grid in the streamwise and spanwise direc-

ions. Additional complexity is added to the grid design in ribbed
ucts due to the presence of no slip boundaries at the side walls
nd the ribs, which calls for finer grids in their vicinity. This paper
escribes developments in the application of DES to noncanonical
ow and heat transfer predictions in ribbed ducts, which has direct
pplications to the internal cooling of turbine blades.

Detached Eddy Simulations—Menter’s SST Model. A ma-
ority of the DES computations reported in the open literature use
he one equation Spalart-Allmaras model as the base model. The
palart-Allmaras based DES model is hardwired to use RANS in

he near wall region and LES away from the wall solely based on
he grid distribution and so is insensitive to the local flow features.
n order to facilitate the computation to be cognizant of the eddy
ength scales and hence behave as RANS or LES depending on
he instantaneous local conditions, a two equation SST model
14,15� has been used to model the effects of turbulence. The
ormulation of the SST based DES is discussed by Strelets �2�.

The turbulent kinetic energy �k� and the dissipation rate ���
rom the SST equation �14,15� are used to define the eddy viscos-
ty as �t=k /�. The RANS length scale, lk-��=�k /0.09��, is re-
laced by a DES length scale �, where �=min�lk-� ,CDES��. CDES
s defined as 0.61 when the k-� model is active and as 0.78 when
he k-� model is active, based on studies on decaying homoge-
eous isotropic turbulence �2�. The resulting subgrid model re-
uces to a Smagorinsky-type model. Based on this, the dissipation
erm in the k-transport equation is reduced to Dk=�k3/2 /�.

Hence if the grid length scale is larger than the eddy length
cale, DES uses a RANS derived eddy viscosity model to treat the
ddy. Thus the relaxation of the grid in the wall-parallel direction
nsures that the inner boundary layer is treated in a RANS mode,
here RANS is calibrated to perform well. In addition, the model

valuates the grid density with reference to the local turbulent
ength scale and accordingly switches between LES and URANS.

hen the grid is finer than the local instantaneous turbulent length
cale, the model behaves as a subgrid model and eddies are di-
ectly resolved on the grid. This allows the energy cascade to
xtend to length scales close to the grid spacing. In contrast, if the
ocal instantaneous length scale is larger, the RANS turbulence

odel gains full control of the solution. One prominent feature of
he DES version of the SST model is that although an instanta-
eous discontinuity may exist between the RANS region and the
ES region, in the mean, however, a smooth transition takes place

rom RANS to LES and vice versa. The smooth and continuous
elocity and the eddy viscosity fields make DES a nonzonal tech-
ique.

nternal Cooling Ducts
Flows in ribbed ducts are of interest in the study of internal
ooling of turbine blades. Ribs �or turbulators� act as roughness

ournal of Heat Transfer
elements and continuously trip the boundary layer, enhancing the
heat transfer coefficient and cooling capacity. Although geometri-
cally simple, the flow downstream of a rib has several complex
flow features such as separation of the boundary layer, a curved
shear layer, primary and secondary recirculation, reattachment of
the boundary layer, recovery, etc. Hence the flow inside the ribbed
duct is a function of the flow Reynolds number, geometrical pa-
rameters of the duct and the ribs such as the rib height to hydrau-
lic diameter ratio, the rib pitch, the aspect ratio of the duct, the
angle of the rib with respect to the flow, and the shape of the rib as
shown by previous studies. Additionally, Coriolis forces �due to
rotation� and centrifugal buoyancy �due to thermal gradients� in-
troduce extra strains that significantly alter the flow and heat
transfer in the duct.

Over the last two decades, several researchers have carried out
computational studies on internal cooling channels. Several three-
dimensional studies using RANS have been carried out for sta-
tionary internal cooling ducts by Saidi and Sunden �16�, Jia et al.
�17–19�, Iacovides et al. �20�, Ooi et al. �21,22�, and several other
groups �Prakash and Zerkle �23��. Computations on rotating ducts
using RANS have been reported by Jang et al. �24�, Chen et al.
�25�, Su et al. �26�, and Iacovides et al. �27,28�. In spite of the
widespread application of RANS, the models lack consistency and
universality, especially in capturing the nonlinear effects of rota-
tion.

Application of LES to these flows is also not uncommon. Sev-
eral studies by Murata and Mochizuki �29�, Watanabe and Taka-
hashi �30�, and Tafti �31� have successfully applied LES to predict
the turbulent as well as the time averaged features of flow in
stationary ducts. LES was also observed to successfully capture
the effects of Coriolis forces and centrifugal buoyancy as reported
in studies by Abdel-Wahab and Tafti �32,33�, Sewall and Tafti
�34,35�, and Saha et al. �36�. Though LES is accurate, the com-
putational cost makes it expensive, especially as the Reynolds
number of the flow increases.

Thus hybrid LES-RANS schemes, like DES, are potential can-
didates for application in internal cooling ducts. The objectives of
this study are threefold—to extend and verify DES to noncanoni-
cal internal flow configurations; to investigate the performance of
DES in predicting the effects of rotation induced Coriolis forces;
and further to assess the capability of DES in predicting the ef-
fects of centrifugal buoyancy. This is the first study to undertake a
detailed investigation of DES in internal ribbed duct flows.

Computational Details
An in-house computer program GenIDLEST �Generalized In-

compressible Direct and Large-Eddy Simulations of Turbulence�
has been used to study heat transfer and flow characteristics.
GenIDLEST has been used extensively to study air-side heat
transfer augmentation in compact heat exchangers and internal
cooling in gas turbines �Abdel-Wahab and Tafti �32,33�, Cui and
Tafti �37�, Sewall and Tafti �34,35,38–40�, Tafti �31��. Details
about the algorithm, functionality, and capabilities can be found in
Tafti �41�.

In all the cases fully developed flow and thermal conditions are
assumed. The walls �ribbed and side walls� and the ribs are heated
by a constant heat flux �q��. The governing flow and energy equa-
tions are nondimensionalized by a characteristic length scale,
which is chosen to be the hydraulic diameter of the channel �Dh�,
a characteristic velocity scale given by the friction velocity �u��,
and a characteristic temperature scale given by q�Dh /k. The aug-
mentation of heat transfer and friction factor is presented with
reference to a smooth duct under the same set of conditions.

The flow is periodic in the streamwise direction while a no-slip
wall boundary condition is applied at the ribs, side walls, and the
top and bottom walls. The computational domain consists of a
ribbed square channel, with two ribs placed at the center of the
channel, at the top and the bottom. The rib-pitch to rib height is 10

and the rib height to hydraulic diameter is 0.1. The flow and heat
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ransfer are presented at a nominal Reynolds number of 20,000.
he computation domain and the coordinate system used are
hown in Fig. 1.

Stationary Duct. The flow in normal ribbed ducts is character-
zed by massive separation downstream of the rib, which must be
esolved with LES. Hence, any grid distribution should be cogni-
ant of this region. The performance of DES on different grid
ensities for a stationary ribbed duct was reported by Viswanathan
nd Tafti �42�. Based on these computations it was concluded that
643 grid was optimal for DES. The a posteriori evaluation of the
rid showed that the y+ values range from 0.2 to a maximum of
.89. The streamwise and the spanwise grid resolutions were ob-
erved to be dense near the ribs and the walls. A coarser grid
ensity of about x+=90 and z+=120 was maintained in the interrib
egion. A nondimensional time step of 5�10−5 was used in all
ases.

The mean flow pattern observed in the symmetry plane of the
pan is shown in Fig. 2. Flow patterns produced by the LES cases
31�, the RANS models �22�, and the experiments �43� show a
imilar pattern. The flow is characterized by a recirculating eddy
n front of the rib, followed by shear layer separation on the rib,
nd the presence of a recirculation region on top of the rib and
ehind it. Between the main recirculation region and the rib there
s an additional counter-rotating eddy. The reattachment length is
alculated as 4.1e from the rib, as compared to the LES predic-
ions of 4.1e and the experimentally observed value of
.0e–4.25e.
Strong localized secondary flows exist in the vicinity of the rib

unction with the smooth side walls. These secondary flow struc-
ures are generated by the unsteady vortices upstream of the ribs,
rawing the flow towards the side walls. Figure 3 shows the com-
arison of the spanwise velocities as predicted by DES as com-

ig. 1 Computational domain considered for the fully devel-
ped ribbed channel with normal ribs. Flow is in the positive x
irection and is periodic in this direction.

ig. 2 Separation and reattachment of the shear layer due to
he presence of the rib. The arrow shows the direction of the

ow.

80 / Vol. 129, JULY 2007
pared to experimental observations by Rau et al. �43� and LES
�31�. While DES is able to resolve the secondary flow, earlier
studies �22,42� have shown that �U�RANS does not predict the
secondary velocities accurately. Hence, DES, by resolving the
large scale fluctuations on the grid in critical regions, overcomes
the limitations of the base RANS model.

The heat transfer at the ribbed walls is affected by the shear
layer separation and reattachment while the impinging secondary
flows play a major role on the side wall heat transfer. The heat
transfer distributions at the ribbed walls show the maximum heat
transfer in front of the rib as a result of the unsteady secondary
junction vortices in this region �Fig. 4�1. These secondary vortices
stir up the fluid in this region, entraining fluid from the main
stream, thereby transferring heat from the hot walls to the core of
the channel. Further downstream the primary recirculation region
enhances the heat transfer from the walls, and the heat transfer
reaches a maximum value at about 3.5e downstream of the rib.
The location of maximum heat transfer is slightly upstream of the
reattachment and coincides with the region of maximum shear.

The distribution of the heat transfer augmentation ratios on the
ribbed wall is plotted in Fig. 5�a� along the centerline and com-
pared to experiments and LES computations. DES slightly under-
predicts the heat transfer in the interrib spacing. But, overall, the
heat transfer augmentation predicted by DES is consistent with
experiments and LES.

While the heat transfer on the ribbed wall is enhanced due to
the primary streamwise flow, secondary flow impingement plays a
major role in the heat transfer on the side walls. At the side walls
the heat transfer is observed to be highest in line with the rib. The
heat transfer gradually decreases on moving towards the center of
the duct. This trend was reproduced accurately by DES. Compu-
tations using two-equation RANS models reported by
Viswanathan and Tafti �42� showed the incapability of RANS
models to predict the heat transfer distribution accurately both at
the side walls and the ribbed walls.

Thus it is observed that DES, by switching to a LES mode in
regions of interest, captures the primary and secondary flow fea-
tures, and ensuing heat transfer in the ribbed duct, with accuracy.

Rotating Duct—Effects of Coriolis Forces. Early studies in
turbulent channel flow �44,45� have established two important ef-
fects of rotation. When the rotational axis is perpendicular to the
plane of mean shear, Coriolis forces have a considerable effect on
the mean flow as well as on turbulent fluctuations. These effects
are manifested as stabilization/destabilization of turbulence at
leading/trailing walls and the generation of spanwise roll cells or

1Although the whole domain is considered in the computations, because of the
two-way symmetry in the y and z directions, only a quadrant of the domain is

Fig. 3 Comparison of the secondary velocities predicted at
y /Dh=0.15, z /Dh=0.5
presented in the results.

Transactions of the ASME
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econdary flow patterns. The secondary flow patterns are a direct
esult of the action of Coriolis forces on mean shear and are also
bserved in laminar flows subjected to system rotation.

It is well established that the production of turbulence in the
ear wall region and in shear layers is caused by the exchange of
omentum through intense interactions between the fluctuating

treamwise and cross-stream velocities. The interaction in the
hear region is similar to the exchange of momentum through the
ction of bursts �−u� , +v�� and sweeps �+u� ,−v�� in the near wall
egion. When Coriolis forces act in tandem with these events,
urbulence is augmented, whereas it is attenuated when the two
ct in opposition.

In order to validate the capability of DES in capturing the ef-
ects of Coriolis forces an expansion duct with an expansion ratio
f 2 is considered and the effect of rotation on the reattachment
ength downstream of the step in the duct is compared with mea-
urement by Rothe and Johnston at Re=10,000 �46�. Rotation is
aried from negative �Ro=−0.08� to positive �Ro=0.08�, which
uppresses and augments turbulence, respectively. A comparison
f the predicted reattachment lengths show that DES results are in
ood agreement with experiments as shown in Fig. 6 �47�. On the
ther hand, RANS computations from the literature �20,48� and
ur current computations show that RANS models do not predict

ig. 4 Heat transfer distribution in one quadrant of the duct
ith normal ribs. Direction of the flow is indicated by the
rrows.

Fig. 5 Comparison of the augmen

ribbed floor and „b… side walls upstream

ournal of Heat Transfer
the effects of Coriolis forces accurately.
Rotational Coriolis forces have a similar effect in ribbed ducts.

For radially outward flow �Fig. 1� turbulence is augmented on the
trailing side of the duct, whereas it is attenuated at the leading
side. Modern propulsion turbines used in aircrafts typically have
Ro=0.1–0.2, whereas power generation turbines have higher ro-
tation numbers. In the study, three rotation numbers, Ro=0.18,
0.35, and 0.67, are examined, which cover a wide range of turbine
applications. The results obtained using DES are evaluated against
the results obtained from LES �32� on a 1283 grid.

Rotational Coriolis forces affect the size of the recirculation
zones and so the flow is asymmetric about the center y plane of
the duct. Figure 7 shows the comparison of the flowfield as pre-
dicted by LES and DES for Ro=0.35. The reattachment length
increases to 5.5e at the leading wall and decreases at the trailing
wall to 3.5e. The DES computations are consistent with the LES
predictions �32�.

As the rotation number is increased, an increase in the heat
transfer is observed at the trailing wall, especially in regions im-
mediately upstream of the rib and near the reattachment point.
This is countered by a decrease at the leading wall in the corre-
sponding regions.

Figure 8 shows the heat transfer at the leading �upper half� and
the trailing walls �lower half� comparing results predicted by DES

ion ratios „a… at the center of the

Fig. 6 Geometry of a rotating sudden expansion duct used to
study the effect of Coriolis forces „top…. Variation of the reat-
tachment length with rotation as predicted by DES and RANS
studies „bottom….
tat

of the rib

JULY 2007, Vol. 129 / 781
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ith LES results at Ro=0.35. The heat transfer augmentation pre-
icted by DES agrees quite well with the LES computations. The
hift of peak heat transfer on the trailing wall in the region of
hear layer reattachment away from the center due to the effect of
econdary flows is captured reasonably well by DES. Heat trans-
er augmentations at the trailing wall reach values close to 5.0
mmediately upstream of the rib where the unsteady junction vor-
ices enhance the heat transfer. DES overpredicts the spatial extent
f this region. Earlier computations using RANS models �49�
how the incapability of two-equation URANS models in predict-
ng the heat transfer distribution accurately.

The flow at the leading wall is stabilized so the overall heat
ransfer at the leading wall is almost half the heat transfer at the
railing wall. Upstream of the rib, heat transfer levels are almost
.5 times that observed in a smooth duct case. Once again, DES
verpredicts the extent and augmentation in this region. The heat

Fig. 7 Streamlines showing the flow in a fully
predicted by „a… LES and „b… DES. Y=0 represent
wall. Flow direction is from left to right.

Fig. 8 Heat transfer augmentation „Nu/Nu0… pred
trailing walls „lower half of the plot… for the Ro=0

from left to right.

82 / Vol. 129, JULY 2007
transfer levels drop to values close to the smooth duct heat trans-
fer values immediately behind the rib, but the augmentation in-
creases to values close to 1.5 downstream of the reattachment
point. The trends predicted by DES are consistent with the LES
results �32�, with the exception of the region immediately up-
stream of the rib where higher levels of heat transfer are predicted.

As in stationary ducts, the secondary flows in the rotation cases
also play an important role in the heat transfer at the side walls.
Along the smooth �side� walls the heat transfer increases on mov-
ing from the trailing wall and reaches a maximum at the top front
corner of the rib as a result of the secondary flow impingement on
the wall. The heat transfer decreases on the side walls towards the
center of the duct. Though the heat transfer patterns are the same
for the stationary and the rotation cases, the magnitudes of heat
transfer are different when rotation is introduced. However, an
increase in rotation does not show much effect on the side wall

veloped duct rotating at Ro=0.35 at Z=0.5 as
e trailing wall, while Y=1 represents the leading

ed at the leading „upper half of the plot… and the
case by „a… LES and „b… DES. Flow direction is
de
s th
ict
.35
Transactions of the ASME
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eat transfer. This behavior is consistent with the observations of
agner et al. �50�, who observed little or no change in the heat

ransfer at the side walls as rotation rate increased. Figure 9 com-
ares the side wall heat transfer predicted by DES with LES for
o=0.35. The DES predictions compare well with LES.
A comparison of the pitch averaged side wall heat transfer �Fig.

0� shows a gradual, but small, increase in the average heat trans-
er augmentation as the rotation number increases from 0.18 to
.67. DES predicts these trends accurately but slightly underpre-
icts the augmentation compared to LES at higher rotation rates.

The effect of rotation is more prominent at the leading and the
railing walls. Results for averaged Nusselt numbers on the lead-
ng and trailing faces for the three rotation numbers are compared
ith the experiments of Liou et al. �51�, Parsons et al. �52�, and
agner et al. �50�. The experimental data of Liou et al. �51� are at
e=10,000 for e /Dh=0.136 and P /e=10 and Parsons et al. �52�
ata are obtained at Re=5000 for e /Dh=0.125 and P /e=10. The
ata of Wagner et al. �50� includes the effects of buoyancy with a
uoyancy parameter of 0.04 for a staggered rib arrangement with
/Dh=0.1 and P /e=10 at Re=25,000. In all cases, fully devel-
ped data are extracted for comparison. It is observed that the
ES predictions agree well with experiments and LES �Fig. 11�.
maximum deviation �from LES� of 11% is observed at the

railing surface for Ro=0.18.

Fig. 9 Heat transfer augmentation „Nu/Nu0… pre
LES and „b… DES. Flow direction is from left to

ig. 10 Side wall heat transfer predicted by LES and DES for

he various rotation cases

ournal of Heat Transfer
Rotating Ducts—Effects of Coriolis Forces and Centrifugal
Buoyancy. The capability of DES in predicting the effects of
buoyancy in flows with thermal gradients is validated by evaluat-
ing the flow and thermal fields in a cavity driven by the shear
provided by a channel flow and buoyancy due to the heated top
wall �47�. The flow geometry and measurement locations are
shown in Fig. 12. As buoyancy effects increase, the tendency of
warmer fluid to remain near the top heated wall increases. Two
different Archimedes numbers �ratio of buoyancy forces due to
thermal gradients to viscous forces, Ar=g	�TL /U0

2� were consid-
ered and the effects of heating the top wall �Ar=0.37� studied.
The temperature variation at the vertical and the horizontal center
were compared with measurements by Grand at Ro=10,000 �53�.
The DES computations were carried out on a 323 grid, which was
eight times coarser than the 643 grid used for an analogous LES
computation �47�. It is observed that DES captures the effects of
shear and buoyancy and the predictions show good agreement
with the experiments �54�.

DES is next tested in ribbed ducts under the influence of cen-
trifugal buoyancy. The difference in heat transfer at the trailing
and leading surfaces due to the action of Coriolis forces in a
rotating duct results in warmer fluid near the leading surface and
relatively cooler fluid near the trailing wall. Hence centrifugal

ted at the side wall for the Ro=0.35 case by „a…
ht.

Fig. 11 Comparison of pitch averaged Nusselt number aug-
mentation ratios at the leading and trailing sides with
dic
experiments

JULY 2007, Vol. 129 / 783
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orces acting on the fluid give rise to a differential force on the
eading and trailing sides of the duct, which is referred to as the
entrifugal buoyancy force. For radially outward flow, centrifugal
uoyancy reinforces the Coriolis forces, further destabilizing the
ow at the trailing wall and stabilizing it on the leading wall.
Three different rotation cases are considered—Ro=0.18, 0.35,

nd 0.67. Three different density ratios are studied to evaluate the
apability of DES in predicting the effects of buoyancy. The ef-
ective buoyancy parameters �Bo� for the three cases are evaluated
o be 0.00, 0.12, and 0.29, respectively. In the present context the
ensity difference and the buoyancy parameter are related as Bo
��� /�0��r /Dh�Ro2. In all the cases the centrifugal buoyancy
omplements the effects of Coriolis forces. In typical gas turbine
pplications the buoyancy parameters can reach values of up to
.0. However, since detailed LES results �32� are available for the
uoyancy parameters in the range of 0.00–0.30, the current studies
re carried out in this range.

The detailed flow and heat transfer physics is compared with
ES prediction �32� on a 1283 grid. Considering the grid sizes and

he time scales used for the LES and DES calculations, the cost of
he DES computation is almost an order of magnitude less than
he LES computation.

Centrifugal buoyancy, like Coriolis forces, affects the recircu-
ation region at the leading wall. Figure 13 shows the recirculation
egions at the leading wall for a constant rotation rate of Ro
0.35 and different buoyancy parameters. It is observed that as

Fig. 12 Comparison of the temperature variat
with experimental measurements by Grand †5
he buoyancy parameter is increased from a value of Bo=0.00 to

84 / Vol. 129, JULY 2007
Bo=0.29, the recirculation region grows until one large recircula-
tion zone is observed at the leading wall for Bo=0.29. A compari-
son with LES shows concurrence. The structures of the recircula-
tion regions for Bo=0.00 and 0.12 are reproduced by DES. For
Bo=0.29, while one large recirculation region is observed in be-
tween the ribs, the structure of the recirculation regions is differ-
ent as predicted by LES and DES.

The effect of buoyancy for a constant rotation of Ro=0.35 is
shown in Fig. 14. It is observed that as the buoyancy increases
from Bo=0.00 to Bo=0.29, the heat transfer augmentation in the
vicinity of the reattachment region increases from a value of 4.5 to
around 6.0. The reattachment point at the trailing surface does not
vary much as the buoyancy is increased and so the region of high
heat transfer is observed to be at a distance of around 3.0Dh from
the ribs at the trailing surface. The variation in the heat transfer is
directly correlated to the variation in the TKE values. Higher TKE
�more destabilization� at the trailing surface results in high heat
transfer and so as buoyancy increases the heat transfer also
increases.

Minimal differences are observed in the heat transfer at the
leading surface. The effect of buoyancy is in the direction oppo-
site to the main stream velocity. So, as the buoyancy is increased,
the stabilizing effect at the leading surface increases, resulting in
lower and relatively constant heat transfer augmentation.

While the heat transfer at the ribbed walls is observed to be
affected by both rotation and buoyancy, the heat transfer distribu-

in the cavity predicted by DES in comparison
ion
3‡
tion at the side wall is less sensitive to rotation and buoyancy. This
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Fig. 13 Comparison of the recirculation regions at the leading edge for the three different
buoyancy cases with Ro=0.35
Fig. 14 Heat transfer distribution at the ribbed walls for varying buoyancy parameters for a constant Ro=0.35
Fig. 15 Effect of the variation of rotation and buoyancy on the heat transfer

at the side walls, plotted at a distance of 0.5e upstream of the ribs

ournal of Heat Transfer JULY 2007, Vol. 129 / 785
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eature predicted by DES is in agreement with the observations of
agner et al. �50�, who observed small changes in the heat trans-

er at the outer and inner walls of the first pass of their internal
ooling duct. Similar trends were also observed by LES �32�.

Figure 15 shows the comparison of the heat transfer profiles at
he side wall, slightly upstream of the rib. For a constant Buoy-
ncy parameter of 0.12 it is observed that as the rotation rate
ncreases, the peak heat transfer augmentation at the trailing side
ncreases from a value of around 5.5 for Ro=0.18 in the vicinity
f the ribs to a value of around 6.0 for Ro=0.67. At the leading
ide the peak heat transfer decreases from a value of around 2.3
Ro=0.18� to a value of around 1.8 �Ro=0.67� in the vicinity of
he ribs.

For a constant rotation number of 0.35, as the buoyancy is
ncreased it is observed that the peak heat transfer augmentation at
he trailing wall almost remains constant at a value of around 6.0.
n the vicinity of the leading wall the peak heat transfer decreases
rom a value of around 2.5 for Bo=0.00 to a value of around 2.0
or Bo=0.29. The heat transfer at the center of the side wall is not
ery different for the three cases studied. Very small differences
re observed in the secondary flow features, especially the lateral

Fig. 16 Comparison of the ribbed „top… and sid
LES for Ro=0.35 and Bo=0.29
elocities, as buoyancy is varied and hence there is little differ-

86 / Vol. 129, JULY 2007
ence in the side wall heat transfer at the center of the duct.
Figure 16 shows the comparison of the heat transfer predicted

by DES at the ribbed walls and the side walls for Ro=0.35 and
Bo=0.29 with LES. Heat transfer profiles at both the leading and
trailing walls show good agreement with the LES predictions. The
region of high heat transfer upstream of the ribs predicted by DES
is observed to be larger at both the ribbed surfaces. The heat
transfer at the ribbed walls is influenced by the primary flow fea-
tures and the turbulence in the vicinity of the ribbed walls. Since
DES captures the primary flow features and the turbulence in this
region accurately, the heat transfer augmentation predicted by
DES is consistent with LES.

At the side walls the heat transfer augmentation is observed to
decrease from a value of around 8.0 in the vicinity of the rib at the
trailing surface to a value of around 1.5–2.0 at the rib at the
leading surface. The heat transfer contours, which are dictated by
the secondary flow, are also predicted accurately by DES.

Figure 17 shows the surface averaged heat transfer at the trail-
ing and leading side walls. The heat transfer augmentation ob-
tained using DES is compared with predictions by LES �32� and
experimental results by Wagner et al. �50� for the different buoy-

all „bottom… heat transfer predicted by DES and
e w
ancy cases. For the lower buoyancy case �Bo=0.12� it is observed
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hat the heat transfer augmentation predicted at the trailing and
eading side wall compares well with the experimental measure-

ents as well as the LES computations. The heat transfer augmen-
ation at the trailing wall is observed to increase from a value of
round 3.5 to a value of around 4.1 as the rotation is increased
rom Ro=0.18 to Ro=0.67. At the leading wall the heat transfer
ugmentation decreases from a value of around 1.6 to a value of
.1. For the highest buoyancy case �Bo=0.29� the heat transfer
ugmentation at the leading and trailing surfaces differ from the
alues predicted by LES by a factor of 15%. However, a compari-
on with the experimental measurements of Wagner et al. �32�
hows good agreement.

Figure 18 shows the comparison of the side wall heat transfer
s predicted by DES in comparison with the heat transfer reported
y LES studies �32�. The side wall heat transfer augmentation
redicted by DES compares well with LES. It is observed that the
urface averaged heat transfer augmentation increases as the rota-
ion is increased from 0.18 to 0.35, but remains constant as rota-
ion is further increased to Ro=0.67. A slight difference is ob-
erved in the side wall heat transfer for the Ro=0.67 and Bo
0.29 between DES and LES. However, the value predicted by
ES is within 7.5% of the value predicted by LES.

ummary and Conclusions
This study investigates the performance of detached eddy simu-

ation �DES� in predicting the flow and heat transfer in ribbed
ucts with applications to the internal cooling of turbine blades.
hough initially proposed as a wall model using the Spalart-
llmaras model, DES can also be used as a general purpose
ANS-LES model, which adjusts to the local flow conditions via

he turbulent length scale and the grid specification. Since its in-
eption, DES has been applied to a wide variety of flow fields, but
as been mostly limited to unbounded external flows. Only a
andful of studies have applied DES to internal flows. This is the

Fig. 17 Comparison of the surfac
augmentation

ig. 18 Comparison of the side wall heat transfer

ugmentations

ournal of Heat Transfer
first study to apply and validate DES to predict the internal flow
and heat transfer in noncanonical flows of relevance in internal
cooling of gas turbine blades.

DES is observed to be a viable turbulence modeling scheme for
predicting the dynamics of separation and reattachment and in
resolving secondary flows that affect the heat transfer, with a
LES-like accuracy at a lower computational cost. In a series of
calculations it is shown that DES successfully predicts the physics
of rotation induced Coriolis forces and centrifugal buoyancy. DES
by using LES-like resolution of the large scales allows itself to be
receptive to secondary strains that the base RANS model fails to
capture. The main contribution of this work is showing that DES
can be successfully applied to internal flows that are dominated by
rotation induced Coriolis forces and centrifugal buoyancy.
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Nomenclature
Ar 
 Archimedes number �=g	�TL /U0

2� for the
cavity case used for validating the effects of
buoyancy

Bo 
 buoyancy parameter �=��� /���r /Dh�Ro2�
CDES 
 DES constant

Dk 
 destruction term in the k equation
Dh 
 hydraulic diameter; reference length for the

ribbed duct cases �=dimensions of the square
duct�

e 
 rib height �e /Dh=0.1�
H 
 step height, for the validation case used for

studying the effects of Coriolis forces; refer-
ence length for the backward facing step case

h 
 height of the duct upstream of the backward
facing step

k 
 thermal conductivity or turbulent kinetic
energy

L 
 width of the cavity; reference length for the
cavity case

lk-� 
 turbulent �RANS� length scale
Nu 
 local Nusselt number

P 
 rib pitch �P /e=10�
q� 
 constant heat flux on duct walls and rib
r 
 radius from rotation axis

Re 
 Reynolds number based on the reference

veraged ribbed wall heat transfer
e a
length �Lr� and reference velocity �=U0Lr /��
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Ro 
 rotation number based on the reference length
�Lr� and the rotation rate �=�Lr /U0�

S 
 spanwise width of the cavity
T0 
 temperature of the fluid at the bottom wall of

the cavity
TH 
 temperature of the top wall of the cavity
U0 
 mean bulk velocity; reference velocity for

computing the Reynolds number
u, v, w 
 Cartesian velocities

W 
 width of the cavity

�X, Y, Z

x, y, z � 
 physical coordinates in nondimensional form

� 
 grid �LES� length scale
� 
 modified �DES� length scale
� 
 viscosity

� 
 rotation rate
� 
 specific dissipation rate

ubscripts
0 
 smooth duct
t 
 turbulent parameters
� 
 values based on friction velocity
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Influence of Phonon Dispersion
on Transient Thermal Response
of Silicon-on-Insulator Transistors
Under Self-Heating Conditions
Lattice Boltzmann method (LBM) simulations of phonon transport are performed in
one-dimensional (1D) and 2D computational models of a silicon-on-insulator transistor,
in order to investigate its transient thermal response under Joule heating conditions,
which cause a nonequilibrium region of high temperature known as a hotspot. Predic-
tions from Fourier diffusion are compared to those from a gray LBM based on the Debye
assumption, and from a dispersion LBM which incorporates nonlinear dispersion for all
phonon branches, including explicit treatment of optical phonons without simplifying
assumptions. The simulations cover the effects of hotspot size and heat pulse duration,
considering a frequency-dependent heat source term. Results indicate that, for both mod-
els, a transition from a Fourier diffusion regime to a ballistic phonon transport regime
occurs as the hotspot size is decreased to tens of nanometers. The transition is charac-
terized by the appearance of boundary effects, as well as by the propagation of thermal
energy in the form of multiple, superimposed phonon waves. Additionally, hotspot peak
temperature levels predicted by the dispersion LBM are found to be higher than those
from Fourier diffusion predictions, displaying a nonlinear relation to hotspot size, for a
given, fixed, domain size. �DOI: 10.1115/1.2717243�

Keywords: conduction, electronics, phonon transport, LBM, BTE, nanoscale
ntroduction
Thermal effects are becoming increasingly important for the

roper behavior and operation of microelectronic components.
his is particularly relevant for the silicon-on-insulator �SOI� tran-
istor, in which a thin silicon layer is deposited on top of a silicon
ioxide layer, thus allowing faster device switching speeds due to
he reduced capacitive coupling with the substrate. SOI technol-
gy reduces electronic leaking and enhances the electrostatic char-
cteristics of the device, while at the same time reducing short-
hannel effects. However, thermal boundary resistance at the
nterface between layers greatly reduces the heat flux from the
hannel area, and small-scale heat sources can increase the local
eak power generation rate to an order of magnitude. These ef-
ects, when combined, can result in a temperature increase that
ight surpass the safe operation point of the device. In addition,

he silicon dioxide layer has poor thermal conduction and, as a
esult, most of the heat generated within the SOI device is con-
ned to the thin silicon film, making it susceptible to thermal
ailure under electrostatic discharge events �ESD� or even normal
witching activity while in operation conditions.

With the current gate length in the 90 nm technology node �In-
ernational Technology Roadmap for Semiconductors, ITRS 2004
pdate, �1��, transistors produce about 0.1 mW of Joule heating
er unit length, which results in power dissipation on the order of
0 W/�m3 within a hotspot zone with dimensions on the order of
0–30 nm �2,3�, which is smaller than the nominal value of pho-
on mean free path. This value, when applying a gray model
ased on the Debye assumption, is computed to be 41 nm �4�. As
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a result of the small-scale dimensions of SOI devices, the con-
tinuum assumption is no longer valid, and these transistors exhibit
subcontinuum heat transfer effects, which make the thermal man-
agement of the devices an important concern, in addition to the
challenges of microfabrication. In subcontinuum energy transport
regimes, the Fourier heat conduction equation is not valid, and the
methodology of choice must consider the contribution of the dif-
ferent energy carriers. Thus, in crystalline semiconductors such as
silicon, the use of the more fundamental Boltzmann transport
equation �BTE� for phonon transport is required.

Since subcontinuum heat conduction is very difficult to observe
and measure, numerical simulations begin to play a critical role in
thermal design of semiconductor devices with micro- and nano-
sized features. Subcontinuum heat transfer effects impede the ap-
propriate cooling of field-effect transistors, thus degrading their
performance and reliability. Miniaturization of the devices in-
creases the effect of boundary resistances and the heat generation
per unit volume, which when coupled with the subcontinuum ef-
fects, result in larger temperature increases than what is predicted
by continuum thermal models. Overall, a coupled electro-thermal
design methodology is needed in order to take into account both
electronic and thermal issues and optimize device performance.

According to the ITRS �1�, characteristic dimensions of the
complementary metal–oxide–semiconductor �CMOS� transistors
have significantly decreased in past years, and currently produced
commercial transistors have gate lengths of approximately 50 nm,
projected to reach 20 nm shortly after 2010. This continuous aim
for improving the performance and density of microprocessors has
provided the driving force for system scaling following Moore’s
law, in which the resulting increases in transistor counts and
higher clock frequencies lead to higher chip power density gen-
eration. Thus, more power-efficient processor designs are needed
to increase the power dissipation and maintain the device at reli-
able temperature levels. Recently, Intel has developed the 65 nm

technology node, in which transistors are designed and built with
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ate lengths as small as 35 nm �5�. This transistor is expected to
ork in the Terahertz range, which translates the switching activ-

ty well into the picosecond time scale. During transistor opera-
ion, electrons from the source are accelerated and travel through
he silicon layer until they reach the drain. In this process, they
ften collide with phonons, which are excited by receiving part of
he electron system energy.

The electron-phonon scattering process proposed by Pop et al.
6� can be summarized as follows: low-energy electrons interact
ith acoustic phonons in a time scale of approximately 0.1 ps,
hile high energy electrons interact with optical phonons in a

imilar time scale. The highly energetic but slow-propagating op-
ical phonons then decay into low-energy, fast propagating acous-
ic phonons in a time scale of approximately 5 ps. Heat conduc-
ion typically occurs by acoustic phonon propagation in time
cales longer than milliseconds. Past modeling efforts have con-
idered several techniques to predict magnitude, duration, and
patial localization of the region subject to Joule heating, which
an be caused by electron–phonon scattering during normal op-
ration of the device, or by an accidental electrostatic discharge
vent �ESD�.

Sverdrup et al. �7� presented electro-thermal modeling and
imulation techniques for sub-micron devices, for which simula-
ions of a phonon BTE under the energy density formulation were
onducted in an attempt to predict maximum temperature rise in a
evice subject to an ESD event. Heat conduction in SOI transis-
ors has been studied by Sverdrup et al. �8�, where a phonon BTE
as solved in a silicon film, coupled with the heat conduction in

he silicon dioxide beneath the transistor. Predicted temperature
eaks in the silicon film using the phonon BTE were found to be
60% higher than predictions from the heat conduction equation,
uggesting intense electron-phonon energy transfer. Experimental
vidence of Fourier regime failure in microstructures was pro-
ided by Sverdrup et al. �9�, where a severe departure from equi-
ibrium was found at a hotspot in a suspended silicon membrane.
emperature rise exceeded Fourier predictions by 60% when the
omputed phonon mean free path was 30 times larger than the
esistor thickness, which was found to be consistent with a nu-
erical conduction model that considered a two-fluid, steady state

pproach to phonon transport. Localized heating effects and scal-
ng of CMOS devices were studied by Pop et al. �6�. A two-fluid,
teady-state phonon BTE in the energy density formulation was
sed to numerically predict phonon distributions for devices with
hannel lengths as low as 90 nm. Localized drain hotspots were
ound to alter drain characteristics, which can affect the resistance
nd electron injection characteristics at the source. Additionally,
igher temperature rises were reported when using the BTE for-
ulation than those predicted by traditional diffusion theory.
Pop et al. �10� developed a Monte Carlo simulation method for

alculating the Joule heating in electronic nanostructures, consid-
ring electron-phonon scattering effects. The model incorporated
nergy dissipation rates from electrons to each frequency depen-
ent phonon mode, thus accounting for non-equilibrium energy
ransfer from the electron to the phonon systems. Predicted pho-
on emission rates can be applied to a variety of devices account-
ng for Joule heating. This phonon emission spectrum was further
efined by Pop et al. �11�, thus providing an important tool for
lectro-thermal analysis of nanodevices. Sinha and Goodson �12�
resented a two-fluid phonon BTE model to analyze the energy
ottleneck between faster propagating modes and slower reservoir
odes in the context of nanometer-size hotspots. The model pre-

icts an extra resistance that scales with the square of the ratio of
ean free path and hotspot dimension. Thermal analysis of ultra-

hin devices was studied by Pop et al. �13� in the context of device
caling analysis. It was found that device temperatures are very
ensitive to the choice of device geometry, especially on the drain
nd channel dimensions. It concludes that ITRS power guidelines
or devices below 25 nm should be revised if isothermal scaling

f thin-body devices is desired. Narumanchi et al. �14� presented a

ournal of Heat Transfer
finite volume solution to a set of equations based on the BTE,
considering dispersion in the acoustic modes and a single fre-
quency band optical mode to simulate sub-micron SOI devices
under Joule heating and ESD events. A comparison of the appli-
cation of a heat source term to different phonon modes rendered
significantly different results when the source term was applied to
either acoustic or optical modes. BTE-based solutions predicted a
temperature rise larger than that obtained with the Fourier heat
conduction equation.

Escobar et al. �15� and Escobar and Amon �16� showed that
phonon propagation in subcontinuum regimes is in the form of
superimposed traveling waves, in which the slowest optical modes
have a longer residence time within the hotspot area and, there-
fore, cause increased temperature rises compared to Fourier pre-
dictions. A molecular dynamics study on the three-phonon scatter-
ing process at hotspots in silicon was conducted by Sinha et al.
�3,17�, where a comparison between the decay modes of phonons
in hotspots revealed that decay mechanisms are the same for lon-
gitudinal optical �LO�, longitudinal acoustic �LA�, and transverse
acoustic �TA� modes, only differing in their scattering rates.
Dominance of low group velocity transverse modes after the de-
cay indicates a possible reduction in thermal conductance in the
transistor, which could increase injection at the source and junc-
tion resistance at the drain. While a variety of modeling ap-
proaches and techniques has been applied to the prediction of
thermal response of sub-micron transistors with different success
levels, it is clear that subcontinuum effects in submicron and
nanoscale transistors have a great influence on the overall tem-
perature rise, especially when hotspot regions are present.

Recent efforts have focused on considering the effect of the
previously neglected optical modes, by giving them an increased
role in electro-thermal models. It is, therefore, one of the goals of
this work to apply a dispersion lattice Boltzman method �LBM�
model to the prediction of the transient thermal response of SOI
transistors, which incorporates more accurate physics than those
currently in existence, and at a more fundamental level. Assump-
tions of the relative importance of different phonon modes are not
required, instead relying only on the underlying physics of the
BTE to handle the contributions of each mode. We first character-
ize the transition from a Fourier diffusion regime to a ballistic
phonon transport regime, and then compare predictions for SOI
thermal response to Joule heating obtained by the Fourier heat
conduction equation and the LBM.

Thermal Modeling of SOI Devices
The heat transfer process between the silicon layer and the sili-

con dioxide layer is composed by two phenomena: the reduced
thermal conductivity of the oxide layer and the boundary resis-
tance existing between layers. Narumanchi et al. �18� have dem-
onstrated that this thermal boundary resistance at the silicon/oxide
interface, in addition to the reduced thermal conductivity of the
oxide layer, effectively acts as a strong heat barrier that prevents
most of the heat from leaving the silicon layer. Therefore, in this
simplified model we choose to consider only the thin silicon layer
following the reported results from Sverdrup et al. �8� and Naru-
manchi et al. �18�, which indicate that an adiabatic boundary con-
dition at the silicon/oxide interface is a good assumption. The
silicon layer is modeled to have a length L and a thickness h. The
top and bottom boundaries are considered to be adiabatic, a con-
dition resulting from phonon reflection conditions. Right and left
boundaries are kept at a constant temperature level of 300 K,
effectively acting as heat sinks. The hotspot is modeled as a cir-
cular region of diameter d, as shown in Fig. 1. A special case of a
one-dimensional model is also used to capture the main features
that characterize the transition from Fourier diffusion to ballistic
phonon transport. In that case, the computational domain has a

length L, and the hotspot width is d, located at the domain center.

JULY 2007, Vol. 129 / 791
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ource Term Modeling
The source term due to electron-phonon scattering in a transis-

or has been the subject of several studies. Basically, these studies
an be grouped into three categories: source term shape, duration
nd form of application. The most basic model of this source term
orresponds to Sverdrup et al. �8�, where a constant term was
pplied to a steady state BTE simulation of a silicon layer, result-
ng in a moderate temperature increase, which nevertheless was
igher than what was predicted by Fourier diffusion. Narumanchi
t al. �19� used a single heat pulse of varying duration in semi-
ray BTE simulations of a symmetric section of a SOI transistor.
ollowing that work, we consider here a single heat pulse charac-

erized by a magnitude Q that lasts for a period of time tq. After
his time, the pulse magnitude becomes zero. Pulse duration and

agnitude effects are studied for both the gray and dispersion
BM models.
An accurate model of the heat source term necessarily has to

nclude the contribution of electron-phonon interactions, which
ould require the simultaneous simulation of both the electron

nd phonon systems. Very little information exists in the literature
bout this topic. Promising preliminary research has been per-
ormed by Ghai et al. �20� using a coupled electron–phonon LBM,
nd by Sinha et al. �17,21�, where an Monte Carlo �MC� method
s applied. The peak heat generation rate in an SOI device can
ary, as stated by different authors �17,19�, and in general can also
e model dependent. Recently, LBM simulations by Escobar and
mon �16� revealed that the hotspot peak temperature is linear
ith an increase on the heat source term magnitude, information

hat allows numerical simulations to focus on phonon physics
ather than on temperature levels. Another important point to ad-
ress refers to how the energy from the source term is distributed
o the different phonon branches, and how the energy received by
phonon branch is distributed among its frequency spectrum. For

he gray LBM model, all energy from the source term is applied to
he single phonon mode defined by the Debye assumption
4,15,22�. When considering a dispersion model, Narumanchi et
l. �23� observed significant differences in the results in cases
hen the heat pulse was applied to only one branch in the phonon

pectrum, which leads us to think that a proper treatment of the
ource term is necessary to obtain accurate, physically meaningful
esults. However, the approach followed by Narumanchi et al.
23� only assigns the full value of the source term to a single
honon branch, without distinction being made as to how it was
istributed among the phonon frequency spectrum. The only re-
ults available in the literature that report frequency-dependent
ource terms are those of Sinha et al. �24�, where MC simulations
f the electron–phonon scattering process were presented. Follow-
ng this approach, the total amount of energy that the source term
ontributes to a phonon branch can be found by performing an
ntegration of the frequency-dependent source term over the pho-

ig. 1 SOI simplified silicon layer modeling: „a… one-
imensional model; and „b… two-dimensional model
on frequency spectrum for a given phonon branch. A constant

92 / Vol. 129, JULY 2007
factor is then used to multiply the integration result, in order to
obtain the desired source term magnitude. Narumanchi et al. �23�
and Escobar and Amon �16� demonstrated that the frequency de-
pendence of the heat source term is critical to the final tempera-
ture rise of the device. As a result of the previous discussion, the
model presented here includes the source term as afrequency-
dependent quantity based on the data from Sinha and
Goodson �24�.

The Lattice Boltzmann Method
The LBM is a discrete development of the BTE, which can be

used to simulate energy transport problems within the applicabil-
ity range of the BTE; that is, within time scales larger than the
collision time, and length scales larger than the phonon wave-
length, with no upper boundary on either length or time scale.
However, the computational expense of the LBM grows exponen-
tially with the length scale, thus making it unsuitable for large-
scale computations in the diffusive transport regime, which can be
described accurately and at a much lower computational expense
by the Fourier heat diffusion equation. Therefore, a computation-
ally efficient strategy implements the LBM at continuum scales
only to verify the model’s accuracy using Fourier heat diffusion as
a baseline. Here, we present only the more general aspects of the
method. Additional details can be obtained from Succi �25�,
Zhang and Fisher �26�, Escobar et al. �15�, and Escobar and Amon
�16,27�. The LBM discretizes the space domain by defining lattice
sites where the phonon distributions are computed. Phonons gen-
erated at a particular lattice site will propagate to a neighboring
lattice site by traveling at the phonon propagation speed, and col-
lide with phonons generated at that lattice site. The time domain is
also discretized by restricting the phonons to travel from one lat-
tice site to the neighboring lattice site in a definite time step,
which corresponds to the site-to-site transport restriction. The
LBM makes it possible to incorporate additional details of phonon
physics into the system and, at the same time, handle different
length and time scales. The earliest research on the LBM for pho-
non transport only considered the gray model of LA phonons un-
der the Debye assumption. Even though it has been argued that
optical phonons do not contribute a greatly to the energy transport
process, mainly because of their reduced group velocity when
compared to acoustic phonons, they are indeed important when
electron–phonon scattering events are present, and contribute a
significant portion of a crystalline material heat capacity. The dis-
persion LBM aims at improving phonon modeling by incorporat-
ing the contributions of all phonon branches. The dispersion LBM
starts with the phonon BTE in the phonon distribution function
formulation, as in Eq. �1�, where the equilibrium phonon distribu-
tion function is given by the Bose–Einstein distribution, as in Eq.
�2�

� f

�t
+ v · �f =

f0 − f

�
+ Qe−p �1�

f0��� =
1

e��/kbT − 1
�2�

In Eq. �1�, the term f corresponds to the phonon distribution func-
tion; f0 is the equilibrium phonon distribution function; v is the
frequency-dependent phonon propagation speed; � is the
frequency-dependent phonon relaxation time; t is time; and Qe-p is
a source term which accounts for energy exchange between the
electron and phonon systems. In Eq. �2�, � is the phonon fre-
quency; � is Planck’s constant divided by 2�, kb is the Boltzmann
constant; and T is the temperature. Details of this formulation can
be found in Escobar and Amon �16,27�, and in Escobar �28�. The
dispersion LBM first considers nonlinear dispersion relations for
all phonon branches, which are obtained from Dolling �29�. It then
discretizes the frequency spectrum by defining frequency bands of

given bandwidth that give origin to a discrete set of phonon group
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elocities, and then solves frequency-dependent, simultaneous lat-
ice Boltzmann kinetic equations �LBKEs� for each discrete fre-
uency band. The behavior of each frequency band is coupled to
thers by a temperature constraint in the phonon equilibrium dis-
ribution function and by the frequency-dependent phonon relax-
tion time. The LBKE in a phonon distribution formulation is

f i�x + �x,t + �t� = �1 − Wi�f i�x,t� + Wifi
0�x,t� + �tQe−p �3�

here the term f i corresponds to the discrete phonon distribution
unction which is defined as the population of phonons propagat-
ng along the specific direction i in the lattice; f i

0 is the equilib-
ium phonon distribution function of phonons propagating along
he specific direction i in the lattice; �x is the distance between
wo consecutive lattice points; �t is the time step magnitude; and

i is a weight factor equal to �t /�. The total phonon distribution
unction is the sum of discrete phonon energy density distributions
ver all the two-dimensional lattice directions

f�x,t� = �
i=1

d1

f i�x,t� �4�

n the dispersion LBM, in order to successfully simulate the ther-
al behavior of a crystalline structure, adequate expressions for

he dispersion relations �from which the phonon propagation
peed is derived� and phonon relaxation times are needed. As
oted above, adequate dispersion relations can be obtained from
he literature. However, finding frequency-dependent relaxation
ime expressions for all phonon branches is more challenging.
ere, we have resorted to implementing three-phonon interactions

ollowing what is described by Han and Klemens �30�. This ap-
roach has been demonstrated to be able to recover the bulk value
f thermal conductivity for silicon �18�. However, as this analysis
s based on perturbation theory, it relies on the assumption of low
emperatures �30� and, thus, is expected to fail at higher tempera-
ures. The Han and Klemens model considers three-phonon pro-
esses based on energy �frequency� and momentum �wave vector�
onservation. In this model, inverse relaxation times for a specific
rocess have the general form given by

1

�ij
=

a�2�

3�� · vph
b · vg

c · �i� j�k · Rc
2� 1

e��j/kBT − 1
−

1

e��k/kBT − 1
�

�5�

here �ij is the relaxation time that accounts for energy exchange
etween the bands i and j of frequency �i and � j; �k is the
ntermediate phonon frequency that completes the three-phonon
nteraction; vg is the phonon group velocity at � j; and 	ph is the
hase velocity of the i mode. The effective relaxation time for a
iscrete frequency band centered on �i is found as the combina-
ion of all phonon scattering processes in a Matthiessen sense.
dditional details on the model can be found in Han and Klemens

30�, Narumanchi �14�, and Narumanchi et al. �18�. After solving
q. �3� for all frequency bands, the frequency-dependent phonon
nergy density is computed by the product of the phonon distri-
ution function, phonon frequency, Planck’s constant divided by
�, and the frequency-dependent phonon density of states D���

ep� = � · � · f · D��� �6�

he phonon energy density is given by the integration of the
requency-dependent phonon energy density over a frequency in-
erval ��p characteristic of each branch and polarization

ep� =�
��p

� · � · f · D��� · d� �7�

inally, the total phonon energy, which is a function of tempera-
ure, is given by the contributions of each branch and polarization,
hich includes longitudinal and traverse acoustic �LA and TA�
nd optical �LO and TO� phonons

ournal of Heat Transfer
eL = � ep = eLA + 2 · eTA + eLO + 2 · eTO �8�

Once the total phonon energy has been found, the lattice tempera-
ture is computed from an analytical e�T� expression obtained from
Eqs. �7� and �8�, where T is common for all phonon modes. Then,
the new equilibrium phonon distribution function for each phonon
mode is found from the Bose–Einstein distribution, Eq. �2�.

The dispersion LBM can accurately model the phonon physics,
at the cost of increased computational expense, which is derived
from the need to solve simultaneous LBKEs corresponding to
each frequency band for every mode. This makes it impracticable
for problems within the diffusive �Fourier� regime, other than for
validation purposes.

Results
In what follows, results are first presented for the transition

from Fourier diffusion to ballistic transport in a one-dimensional
�1D� model, as both the hotspot and domain sizes are decreased,
considering a single heat pulse. Then, we present an analysis of
the peak temperature as a function of both the hotspot size and
pulse duration for a 2D model of fixed domain dimensions. A
comparison with Fourier diffusion results allows for the observa-
tion of the differences between diffusive and ballistic transport.

In all cases, mesh refinement studies were conducted until the
numerical solution was independent of both the spatial and tem-
poral discretizations. A useful rule of thumb indicates that, for the
gray model, lattice spacing should be at least one-third of the
phonon mean free path value. For the dispersion model, this rule
is also applied to all frequency bands, taking into account each
band’s frequency dependent phonon mean free path.

Transition From Fourier Diffusion to Ballistic Transport.
This section characterizes the transition from Fourier diffusion to
ballistic transport in a 1D computational model of an SOI device.
Unlike the gray model, which had clear definitions for the Knud-
sen number and dimensionless time �4,15,26�, the dispersion
model does not lend itself to an easily understandable dimension-
less nomenclature to describe its control parameters. Each fre-
quency band is characterized by a frequency-dependent relaxation
time and propagation speed, and therefore, a frequency-dependent
Knudsen number can be defined for each one of them. In our
understanding, a dimensional approach presents itself as easier to
comprehend, and at the same time, gives a straight, clear account
of how close the models are to actual devices.

For this 1D model, both the domain length L and the hotspot
width d are progressively reduced, maintaining a d /L ratio of
1/10. The justification for keeping a constant d /L ratio is related
to the computational expense inherent to the LBM. As has been
mentioned elsewhere �15,31�, the LBM can reach the diffusive
regime only at a very high computational expense. The simulation
of a small-scale SOI device implies the use of spatial discretiza-
tions on the order of nanometers, a resolution that simply cannot
be maintained for a diffusive regime simulation. Thus, it is unfea-
sible to keep the domain length L at a diffusive regime value,
while reducing only the hotspot size d. While reducing L can be
argued to have an influence on the boundary effect that is ob-
served, it can also be argued that it does not influence another
important size effect that is presented in what follows.

Figure 2 shows the time evolution of the temperature distribu-
tions in a domain of L=1000 nm, with a hotspot region of width
of d=100 nm. The heat pulse is applied during the first 100 ps of
a 1000 ps simulation. The domain length defines this case to be
close to, or within, the diffusive regime. It is observed that the
dimensionless temperature profiles correspond very closely to the
general trend expected for a Fourier diffusion solution, compari-
son that can be better seen in the time history of temperature
displayed by Fig. 5. The Fourier and gray LBM results for a
similar case are presented in Escobar et al. �15�. A marked differ-

ence with the gray LBM results can be observed, as the gray

JULY 2007, Vol. 129 / 793
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odel displays a constant temperature level within the hotspot
revious to the heat pulse end, while the dispersion model dis-
lays a rounded temperature distribution in the hotspot region �at
imes t=25 ps and t=100 ps�.

Decreasing the domain length by one order of magnitude to L
100 nm and the hotspot width to d=10 nm places the solution
ithin the transitional regime. In this case, the heat pulse is ap-
lied for 10 ps and the total simulation time is 100 ps. As can be
een in Fig. 3, the region outside the hotspot region displays a
emperature distribution comparable to that of Fourier diffusion,
ith a clearly defined steeper temperature increase inside the
otspot �for t=1.8 ps and t=10 ps�. This change of slope in the
emperature distribution corresponds to phonon confinement ef-
ects, of which the faster acoustic modes propagate quickly and
eave the hotspot region, where the slower, highly capacitive op-
ical modes remain confined and unable to leave the region. After
he heat pulse is turned off �at t=10 ps�, the temperature distribu-
ion clearly shows the existence of phonon waves traveling away
rom the hotspot region, with symmetric, propagating wave fronts
isplaying temperature values higher than those inside the hotspot
rea �as seen at t=23.1 ps�. These wave fronts get attenuated and

ig. 2 Instantaneous temperature distributions in a model of
n SOI device of length L=1000 nm „within the diffusive
egime…

ig. 3 Instantaneous temperature distributions in a model of
n SOI device of length L=100 nm „within the transitional

egime…

94 / Vol. 129, JULY 2007
eventually disappear into a smooth temperature profile �t
=37.6 ps and t=75.1 ps�. Significant temperature slip conditions
exist at the boundaries, with a magnitude of approximately 0.6 K.

The ballistic transport regime is reached by further decreasing
the domain length and hotspot size to L=10 nm and d=1 nm. The
heat pulse in this case is applied for 1 ps, with a total simulation
time of 10 ps. While the heat pulse is turned on �t=0.18 ps and
t=1 ps�, three regions with distinct characteristics are observed in
Fig. 4: a linear temperature distribution outside the hotspot region,
a region of steep temperature rise, and a rounded distribution in-
side the hotspot. Phonon confinement effects are strong, with the
peak hotspot temperature being more than 700% higher than the
highest temperature outside the hotspot.

After the heat pulse is turned off at t=1 ps, symmetric phonon
traveling waves are clearly seen. These waves propagate toward
the boundaries, and develop temperature slip conditions upon
reaching them. Unlike what was observed in the gray LBM �4,15�,
these phonon waves dissipate energy and, as a result, do not main-
tain a constant peak temperature as they travel away from the
hotspot �t=2.31–5.26 ps�. Here it seems appropriate to reiterate
that each phonon discrete frequency band has a characteristic re-
laxation time and propagation speed, and, as a consequence, a
frequency-dependent Knudsen number. It is likely that some of
the bands have a Knudsen number that defines them within the
diffusive regime, while others are located within the transitional
regime and even the ballistic regime. Overall, the presence of
bands belonging to different regimes causes the solution to share
characteristics from each regime, and thus, purely ballistic behav-
ior is unlikely to be found for meaningful device dimensions
where the BTE-based description is valid.

To clarify the departure from Fourier diffusion as the domain
length, hotspot width, and pulse duration are decreased, Figure 5
presents the time history of the hotspot peak temperature for a
range of simulations, and compare them to results obtained with a
Fourier solver. Here, we have converted the data to a dimension-
less form by defining the dimensionless time t* as t*= t / tmax,
where tmax is the total simulation time, and a dimensionless tem-
perature as T*= �T−T0� / �Tmax−T0�, where Tmax is the hotspot
peak temperature �which is different for each case� and T0 is the
initial domain temperature, always set to a level of T0=300 K.
This allows us to directly compare solutions of the thermal re-
sponse of an SOI with lengths from L=1000 nm down to L
=10 nm, with the hotspot width defined as d=0.1 L. The heat
pulse duration is defined as 0.1tf, with tf being the total simulation

Fig. 4 Instantaneous temperature distributions in a model of
an SOI device of length L=10 nm „within the ballistic regime…
time. By doing this, all dimensionless temperature data ranges
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rom 0 �initial temperature level� to 1 �hotspot peak temperature�,
hile dimensionless time ranges from 0 �initial time� to 1 �total

imulation time�.
It is observed that Fourier diffusion presents a linear tempera-

ure increase through the duration of the heat pulse. The case with
=1000 nm and d=100 nm agrees very well with the Fourier
iffusion solution, although the temperature decay displays tem-
erature levels marginally lower than Fourier, which was a trend
lso present in the gray LBM solution for diffusive regime. This is
ue to the small, but nonzero, Knudsen number resulting from the
imulation constraint of a finite domain, which prevents the
ethod from reaching a purely diffusive regime. The transition to

allistic transport is easily observed as the domain and hotspot
ize are decreased, and two main effects characterize it. First, the
emperature increase while the heat pulse is turned on ceases to be
inear, and it becomes steeper at the beginning of the heat pulse.
econd, the effect of phonon traveling waves appears as a rapidly
ecreasing temperature followed by a slow cooling once the pho-
on waves have left the hotspot area. This effect becomes more
ronounced as the hotspot width is decreased.

In summary, decreasing the hotspot size causes the solution to
epart from Fourier diffusion, a process that is manifested by the
ppearance of phonon propagating waves. This effect, which to
he best of our knowledge has not been previously reported in the
iterature in the context of SOI simulations, is negligible for solu-
ions close to Fourier diffusion �as in Fig. 2�, but can be observed
or film thickness defined to be within the transitional and ballistic
egimes, as in Figs. 3 and 4. More importantly, this ballistic effect
an be seen as independent of any boundary effect, as it takes
lace before any thermal energy wave from the hotspot reaches
he boundary. As can be seen in Figs. 3 and 4, the phonon wave
ropagation is not influenced by the boundary, although a bound-
ry effect does in fact appear as the phonon waves reach the
oundary.

It is also worth noting once again that, by considering phonon
ispersion, there is no clear definition of a unique mean free path.
very frequency band has a mean free path value and, therefore,

he phonon system can behave both diffusively and ballistically at
he same time for different frequency bands.

This ends the analysis performed with the 1D model. The re-
ults presented from here on correspond to the 2D model. The 2D
odel allows the investigation of the effects of thermal energy

onfinement in a small-scale SOI device, a model considered
ore realistic than the 1D simplification presented above.

ig. 5 Dimensionless comparison of hotspot peak tempera-
ure time history for decreasing hotspot width
Heat Pulse Duration Effect. In this section, the time history of

ournal of Heat Transfer
hotspot temperature with increasing heat pulse duration is pre-
sented, for both the gray and dispersion LBM. Both models are
then compared in dimensionless form, in order to analyze their
differences.

Figure 6 depicts the time history of temperature at the hotspot
center, as predicted by the dispersion LBM. Simulations were per-
formed for a 80
40 nm domain, with a hotspot diameter of d
=30 nm and a heat pulse magnitude of Q=1e20 W/m3. As can be
seen, it displays a nonlinear increase on temperature, up to a pulse
duration of approximately 200 ps, where a steady maximum tem-
perature level is reached. The hotspot temperature decays rapidly
after the heat pulse is turned off, but unlike the behavior displayed
by the gray model, this decay is continuous in time.

A comparison of the time history of hotspot temperature for the
gray and dispersion models is shown next �Fig. 7� for a pulse
duration of 50 ps, which in both cases is shorter than the heat
pulse duration necessary for steady maximum temperature. To
make both signals comparable, a dimensionless time is defined as
t*= t /50e−12 s. This allows the peak temperature to be reached at
t*=1. A dimensionless value of temperature is obtained by defin-

Fig. 6 Pulse duration effect on the hotspot peak temperature,
for a 30 nm hotspot, dispersion LBM

Fig. 7 Time history of temperature for a 30 nm hotspot subject
to a 50 ps heat pulse, comparison between gray and dispersion

LBM

JULY 2007, Vol. 129 / 795
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ng T*= �T−T0� / �Tmax−T0�, where Tmax is the hotspot peak tem-
erature �which is different for each case� and T0 is the initial
omain temperature, always set to a level of T0=300 K. As the
gure clearly shows, significant differences exist between both
ases. The temperature rise in the dispersion model is steeper than
n the gray model and follows a gentle curve, while the gray

odel begins with a discontinuous increase and stabilizes later
ith a smaller slope. After the heat pulse is turned off, the disper-

ion model displays a faster temperature decay when compared to
he gray model, which displays first a sudden discontinuous tem-
erature decrease followed by an exponential decay. Attempting
o explain this behavior, it is possible recall the fact that propa-
ating phonons in the dispersion model are faster than those in the
ray model. The faster propagating LA modes in the dispersion
odel travel at a speed of approximately 8000 m/s, considerably

aster than the gray phonons, which travel only at 6400 m/s. This
auses an efficient cooling effect once capacitive optical modes
tart decaying into propagating acoustic modes at a time scale
lose to 5 ps. In contrast, gray phonons leave the hotspot region
onstantly, and can therefore transport thermal energy only at a
onstant rate.

Hotspot Size Effect. We consider here a silicon layer of length
=80 nm and height h=40 nm, dimensions which are similar to

he previous case. Computational requirements for the dispersion
odel limit the simulation of larger geometries, and thus, we find

his to be the upper limit of what is feasible to simulate with the
ispersion LBM, without resorting to supercomputers or parallel
rocessing. Additionally, the selected dimensions are consistent
ith the actual size of an SOI device. The hotspot diameter is
rogressively decreased while keeping the domain dimensions
xed, in order to study the effect of hostpot size. The total simu-

ation time is 30 ps, with a heat pulse duration of 10 ps. Results
re presented considering specular and diffuse phonon boundary
cattering, for both the gray and dispersion models. Fourier diffu-
ion results are also included in order to better understand the
ffects of subcontinuum thermal energy transport.

As can be seen in Fig. 8, Fourier diffusion solutions present a
inear increase of hotspot maximum temperature with increasing
otspot size, which is essentially a result independent of the
ength scale involved. In contrast, gray LBM simulations allow
bserving phonon confinement effects and nonequilibrium condi-
ions that translate into an increased hotspot maximum tempera-

ig. 8 Hotspot peak temperature as function of size, compari-
on between gray, dispersion, and Fourier diffusion results
ure when compared to Fourier diffusion. These effects are mani-

96 / Vol. 129, JULY 2007
fested in the nonlinearity of the hotspot peak temperature versus
hotspot diameter, which is evident at hotspot diameters much
smaller than the phonon mean free path value.

A hotspot Knudsen number can be defined as Kn=� /d, where
� is the nominal value of the phonon mean free path for the gray
model �41 nm�, and d is the hotspot diameter. It can be seen that
for Kn�2 �d=20.5 nm�, the hotspot peak temperature versus
hotspot diameter is highly nonlinear, with a tendency to intersect
the Fourier diffusion curve at a hotspot of vanishing size. For Kn

2, the hotspot peak temperature versus hotspot diameter for the
gray model resembles an asymptotic trend, bound to merge with
the Fourier diffusion curve at a vanishing value of the Knudsen
number. This is consistent with our previous findings that the gray
LBM accurately matches Fourier diffusion solutions in both thin
film heating and hotspot warming for small Knudsen numbers that
locate the solution within the diffusive regime. It is worth noting
that the gray LBM matches Fourier diffusion results at two ex-
treme points: vanishing hotspot size, where both methodologies
give the trivial result of null temperature increase with respect to
the initial condition, and at a hotspot size large enough that the
phonon mean free path is of negligible length compared to it.

The dispersion model displays a similar trend. Starting with a
null temperature increase for a vanishing hotspot size, the hotspot
peak temperature rapidly increases as the hotspot diameter is also
increased. This steep increase then gradually morphs into an
asymptotic trend bound to merge with the Fourier diffusion curve
at very large hotspot diameters. Again, this result is consistent
with our previous findings that the dispersion LBM matches Fou-
rier diffusion solutions in thin film heating and hotspot warming
for sufficiently large length scales that locate the solution within
the diffusive regime. Phonon confinement effects and nonequilib-
rium transport are more evident in the dispersion LBM, which
result in much larger hotspot peak temperature increases than the
gray LBM when compared to Fourier diffusion. The difference
between the dispersion LBM and Fourier diffusion predictions can
be as large as 	700% for a 20 nm hotspot, which clearly indicates
the critical nature of subcontinuum heat transport and the impor-
tance of developing an adequate energy transport methodology
that takes into account these effects.

Finally, a brief discussion about computational expense is pre-
sented next. In general, 1D simulations for cases within the bal-
listic regime require processing times on the order of tens of min-
utes in a Pentium 4 processor, depending on the simulation final
time. The 1D diffusive simulations require processing times on
the order of hours, due to the extremely high number of lattice
points involved. For 2D models, the processing time can be as
high as 8 days for a 30 ps simulation of the 80
40 nm domain,
in a single Pentium 4 processor PC running under Linux. These
processing times are higher than those required by the finite vol-
ume methodologies presented in Refs. �18,19� for a similar prob-
lem in a domain of comparable dimensions, although it must be
remembered that the finite volume methodologies still employ a
simplified model for optical phonons. This issue is of fundamental
importance since in the course of this work, we determined that
including optical phonons increases computational expenses the
most, due to the spatial and temporal discretizations requirements
imposed by the slow propagation speed of the phonon modes.

Conclusions
The dispersion LBM is developed and presented as a discrete

formulation of the BTE. The dispersion LBM explicitly includes
the contributions of phonon dispersion and polarization effects,
thus not requiring the use of simplifying assumptions such as
Debye modeling of phonons. The dispersion LBM is used to pre-
dict the transient thermal response in 1D and 2D computational
models of a SOI transistor, subject to Joule heating conditions due
to electron–phonon scattering processes that create a hotspot re-
gion of nonequilibrium phonons. The SOI device is modeled as a

thin film of silicon, with an imposed heat generation source term

Transactions of the ASME
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o simulate the hotspot region. It is found that subcontinuum ef-
ects in SOI Joule heating are important when the heat pulse is
horter than the phonon relaxation time, when the hotspot region
s smaller than the phonon mean free path, and with combinations
f those. These subcontinuum effects become apparent in three
ays: first, a wave-like energy propagation of energetic phonons

s observed as time scales and hotspot sizes are decreased. Sec-
nd, LBM simulations show nonequilibrium phonon confinement
hat results in higher peak temperatures than what is predicted by
ourier diffusion. Finally, boundary effects are also observed
hen a propagating phonon wave reaches a constant temperature
oundary, thus giving origin to temperature slip conditions. This
nalysis has sought to demonstrate the fundamental differences
xisting between both LBM models and Fourier diffusion predic-
ions. The more accurate physical formulation of the dispersion
BM makes it a useful tool for predicting high hotspot tempera-

ures. Dispersion LBM results offer increased accuracy at a higher
omputational cost; however, the advantage of accurate modeling
ompensates for the increase of computational resources needed.
n view of these results, it can be concluded that the dispersion
BM is an adequate method for predicting heat conduction in
emiconductors at the submicron length scale. However, the
ethod also has several shortcomings that need to be corrected.

mproved expressions for frequency-dependent phonon relaxation
ime are needed, and electron–phonon interactions need to be bet-
er modeled in order to obtain realistic heat source terms.
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Thermal Analysis of
Micro-Column Arrays for Tailored
Temperature Control in Space
Lightweight yet precise, temperature control protocols are critical in a variety of appli-
cations. This is especially true in space where weight and volume are at a premium and
reliability is paramount. In space, complex processes to manage the heat fluxes generated
from within and absorbed from space by the spacecraft are usually implemented. Sur-
faces having different heat fluxes might need to be controlled separately and maintained
at different temperatures. The work presented in this paper evaluates a novel laser sur-
face modification process to form micro-column arrays (MCA) on any material for use as
highly adaptive radiators. The MCA-structured surfaces have experimentally been shown
to have excellent emissive properties. Finite element methods have been used to simulate
the temperature profiles for surfaces with and without MCA compared to pin fin struc-
tures as a function of input heat flux density. In the case of Ti, our models show that pin
fin arrays are better heat radiating surfaces than equivalent MCA structures with cone-
like profiles. Such structures, however, are difficult to modify and usually require compli-
cated and expensive fabrication processes. Overall, MCA structures are shown to allow
good control over base surface temperature for varying heat fluxes and different MCA
aspect ratios. For Ti, under steady state conditions, an aspect ratio of 12 has been shown
to be optimal for surface heat reduction. Preliminary experimental results show that the
temperature drop is inline with that theoretically predicted. �DOI: 10.1115/1.2717246�

Keywords: micro-column arrays, emissivity, blackbody, spectrum, space
Introduction
Universal and efficient heat transfer methods are important in
any applications where devices and instruments need to function

nder strict optimal operating conditions. The trend toward further
iniaturization has also increased systems heat power density
anyfold, making heat management a critical design component.
s a result, significant efforts are directed toward improving heat

emoval efficiency. Heat transfer mechanisms, used for cooling of
arious devices and systems, are based on either direct or indirect
eat removal. Examples of commonly used heat removal systems
nclude: heat spreading and forced convection, passive cooling,
eat pipes, jet and spray impingement, and solid–liquid phase
hange. Recent research has also focused on microchannels and
ntegrated micropumps, solid-state cooling devices based on the
eltier effect for nanostructures, and microscale ion driven cool-

ng devices for micro electromechanical systems �MEMS� �1–8�.
In the case of larger structures, such as in space structures and

nstrumentation �e.g., satellites, space vehicles, and platforms�,
eat loss control requires very complex thermal management pro-
ocols. For example, parts of an orbiting vehicle can change sur-
ace temperature from 116 K to 400 K, as a result of the diurnal
ycle. This problem becomes crucial in maintaining the optimal
emperature for crew members, on-board equipment, and liquid
oolants such as ammonia �freezing temperature 196 K�. Apart

1Corresponding author.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received February 2, 2006; final manuscript re-

eived August 14, 2006. Review conducted by Yogendra Joshi.

98 / Vol. 129, JULY 2007 Copyright © 20
from external heating, other parts of the vehicle, such as the
rocket motor casing or the rocket nozzle, generate large amounts
of heat. The heat generated on such parts has to be removed with
a much higher efficiency than from other areas. Under normal
operation, convectional heat transfer is negligible in space, there-
fore radiative cooling remains the main mechanism for heat re-
moval.

There are many intriguing variations of heat transfer methods,
promoting the idea of optimization and improvement of device/
machinery/system performance and life in space. One such simple
method has been the use of high emissivity coatings to achieve
better heat loss through thermal radiation �9–11�. Thermal control
performed in this manner usually faces problems associated with:
�1� bonding of the coatings to the surfaces to be cooled; �2�
changes in the material properties when exposed to mildly differ-
ent environments, such as ozone in space applications; and �3�
normal degradation of the coating and electrostatic charging of the
coatings, which may damage very sensitive on board equipment.

In 1981, Tuckerman and Pease �12� predicted that single-phase
heat transfer methods in micro-channels could be used for circuits
with power densities as high as 1000 W/cm2. Single-phase liquid
heat transfer methods, however, require very high fluid flow rates
�13,14�. One solution to overcoming the problems associated with
the high fluid flow is the use of two-phase forced convection in
microchannels, as explained by Ziang et al. �15�. The results may
seem to be very promising but their actual fabrication is compli-
cated and expensive. In addition, it is usually very difficult and
sometimes inefficient to have materials for two phase cooling of

external parts on a spacecraft such as in the vicinity of the thrust-

07 by ASME Transactions of the ASME
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rs. Employment of materials that feature a combination of high
missivity that provides for efficient radiative heat loss, as well as
arge surface area that results in high convective heat loss, may
void the need to use such drastic measures.

The work described in this paper is focused on heat removal
roperties of micro-column-array �MCA� structures fabricated in
ur laboratory on various materials by pulsed laser ablation. In
rder to compare the efficiency of the MCA structures with other
adiative surfaces and perform preliminary optimization of their
eometry, thermal simulation was carried out using finite element
nalysis methods. The simulated results were then compared to
xperimental results using a simple experimental setup described
elow. The production rate of the MCA structure is directly pro-
ortional to the average laser power. Thus, the power required for
production rate of 0.6 cm2/s is 600 W and for 0.8 cm2/s is

00 W. This means that production scaleup is simply a matter of
ncreasing the laser power. Since it is possible to fabricate MCA
n virtually any material, managing the thermal characteristics of
system or a component would simply require proper microstruc-

uring of its surface. In this fashion, space equipment would par-
icularly benefit from the reduction of volume and weight, com-
ared to those encountered using conventional radiators.
urthermore, many compatibility issues resulting from using ma-

erials with different coefficients of thermal expansion, chemical
nertness, and resistance to space radiations, will be eliminated
ince no adhesives or additional materials are used. We also sup-
ress the critical issue of electrostatic discharge by avoiding em-
loyment of adhesives and paints for thermal management.

Fabrication and Properties
The MCA were fabricated by pulsed laser ablation using a Cu

apor laser �510.6 nm� with a pulse duration of 20 ns and a rep-
tition rate of 8 kHz. The diameter of the laser spot was between
0 �m and 70 �m. The samples were placed on a computer-
riven X-Y stage allowing displacement under the laser beam. The
aterials used were foils of refractory metals such as W, Mo, Ta,

nd Ti, and high-temperature stainless steels such as alloy 321 and
astelloy C276. Irradiation of the foils was carried out in open air.
he cone-shaped micro-columns produced had a height of 20 �m,
ase of 20 �m in diameter, and were situated approximately
0 �m apart. We carried out in-depth spectral and surface analy-
es of the structured micro-column arrays and have shown their
nhanced emissive properties. Further details of these processes
nd results are described elsewhere �16�.

The reflectance and absorptance measurements �Fig. 1�a�� were
erformed for the MCA treated area �front side� and the backside
f the sample �untreated area�, in order to compare the effect of
he MCA treatment on the emission properties of each material.
he samples were measured with an AZTek LPSR300 spectrore-
ectrometer which scans the reflectance in the range from 250 nm

o 2.8 �m and also calculates an integrated absorbance over that
ange. The range is covered using a combination of a deuterium
nd tungsten lamps on the optical irradiation side, with an ultra-
iolet �UV� enhanced silicon photodiode and a cooled PbS detec-
or for detection �16�. It is clearly seen that the treated area has a
ignificantly higher absorptance and much lower reflectance. It
hould be noted that changes in the intrinsic emissivity of the
aterial are negligible in comparison with the effective emissivity

hanges resulting from the modification of the surface geometry
nd morphology. The material’s chemical composition is un-
hanged but for a thin oxide layer that may form during laser
reatment, which can be removed post-processing.

The behavior of the MCA structured material as a near-
lackbody is unfolded in Fig. 1�b�. In this experiment, the MCA
as placed in a small vacuum chamber and resistively heated to
igh temperatures while the optical emission was measured as a
unction of wavelength. As a calibration, the optical emission of a
lackbody cavity source at the same temperatures was also mea-

ured. The calibration was only relative since it was not possible

ournal of Heat Transfer
to equilibrate the optical power density coming from the two
sources as a result of the necessary measurement geometry differ-
ences of the sources. Thus Fig. 1�b� depicts the relative emission
intensity ratio between MCA from Alloy 321 and Hastelloy C276
foils and the blackbody source. Since a blackbody has unity emis-
sivity at all wavelengths, a constant or near-constant ratio like
those shown in Fig. 1�b� indicate that the emissivity of the MCA
is also maintaining a steady value over the wavelength range.
Since the spectral emission at a fixed temperature is directly pro-
portional to the emissivity, the plot indirectly indicates that the
effective emissivities of the laser treated Alloy 321 and Hastelloy
C726 are similar to that of a blackbody source. Optical emission

Fig. 1 „a… Plots of reflectance measurements for MCA pro-
cessed and unprocessed Alloy 321, Hastelloy C276, and tanta-
lum. The values of � provided correspond to the absorptivity
integrated over the entire measurement range for the three
MCA structured samples. „b… Ratios of the relative normalized
spectral emission from Alloy321 to a blackbody spectrum and
Hastelloy C276 to a blackbody spectrum at 1073 K, the linear
portion indicating the optical emission curves are similar.
spectra measured in the temperature range from 973 K to 1473 K

JULY 2007, Vol. 129 / 799
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data not shown� indicate no noticeable change up to a tempera-
ure of 1633 K with only a slight change at higher temperatures,
ossibly due to modification in the material properties resulting
rom surface sublimation and/or oxidation.

Temperature Control Capability of MCA Structures
As shown above, the MCA treated surfaces have a higher ef-

ective emissivity, which would indicate that, under constant input
ower, a surface temperature reduction should be observed. To
hat end we have carried out simulations to optimize the MCAs
nd demonstrate their temperature reduction capabilities for dif-
erent aspect ratios. Preliminary experiments to prove the validity
f our simulations were also performed.

3.1 Experiment. To test the validity of our simulations we
abricated MCA structures on thin ��0.06 mm� Alloy 321 foils.
aser processed and nontreated foils were heated by direct current

njection using two high current feedthroughs installed on an ul-
rahigh vacuum chamber. A type C thermocouple was spot welded
o the sample surface to monitor its temperature during heating. A
implified setup schematic is shown in Fig. 2. The injected power
as measured using a current clamp across one feedthrough while

imultaneously monitoring the voltage across them. The net power
as then divided by the sample area to yield the heat flux in
/cm2. The initial experiments were limited to Alloy 321 foils

ince the available processed foils for the remaining simulated
aterials �Molybdenum, Ti, etc.� were too thick and would have

equired currents near or above the feedthroughs maximum speci-
cations.

3.2 Simulation

3.2.1 Model. The software FEMLAB®COMSOL AB is an en-
ironment for modeling engineering problems based on solving
artial differential equations �PDEs�. The inbuilt physics models
llow definition of physical parameters such as material proper-
ies, loads, constraints, sources, and fluxes, without the need to
efine the underlying equations. The software has several different
odules, one of them being the heat transfer module, which is
hat has been used throughout this simulation. This module sup-
orts fundamental heat transfer mechanisms such as conductive,
onvective, and radiative heat transfer. For radiative heat transfer
he software includes models for both surface-to-surface radiation
nd surface-to-ambient radiation.

The boundary condition for the heat flux with surface-to-
urface radiation condition is defined by Eq. �1�. The first two

ig. 2 Experimental setup for measuring temperature charac-
eristics of MCA sample
erms on the right side of this equation are interpreted in the same

00 / Vol. 129, JULY 2007
way as for the heat flux condition without radiation. The third
term on the right side defines the radiative heat flux

− n�− k � T� = qo + h�Tinf − T� + ��G − �T4� �1�

�G = Jo − ��T4 �2�

J = �1 − ����
S�

�− n�̄ · r̄��n̄ · r̄�
��r̄�4

J�dS + Famb�Tamb
4 	 + ��T4

�3�

Equations �2� and �3� are best understood if we consider a point x
on which we are computing the effect of surface-to-surface radia-
tion and a point x� which is on surface S� that is irradiating the
point x. The net radiation Jo at point x due to irradiation G from x�
and surface-to-ambient radiation from surface x, is given by Eq.
�2�. The sum of the complete integral of the irradiation of all
points on surface S� and the surface-to-ambient radiation gives the
total radiosity of the point x, as shown in Eq. �3�.

To design the model, we first assume an infinite series of mi-
crocones as shown in Fig. 3�a�, with every microcone being sur-
rounded by eight neighboring cones. In a vacuum environment,
each cone radiates heat to the ambient, but a certain portion of the
radiated heat will be reradiated onto adjacent cones. In this model,
the cone contributes to cooling the base surface but also heating
the adjacent surfaces. The combined effect of the surface-to-
ambient radiation and the surface-to-surface radiation determines
the efficiency of the MCA in heat removal. A crucial simulation
parameter is the structures’ aspect ratio, which for a constant
MCA density, can be defined as the ratio of the total extended
surface area to the base area. A model was built consisting of four
microcones interacting with each other. A two-dimensional �2D�
visualization of the infinite array is shown in Fig. 3�a� with a more
detailed diagram of the actual model in Fig. 3�b�.

The critical aspect of these simulations is the surface-to-surface
radiation, which determines the upper limit on the aspect ratio. In
order for the simple four cone model to approximate an infinite
array, appropriate boundary conditions were chosen. For surface-
to-surface radiation the cone’s inner surfaces were defined to be in
the view angle of each other, thus they were made members of
group one. Similarly, adjacent surfaces of the cones were classi-
fied in four separate groups, which are groups 2–5 �groups 4 and
5 are not shown in Fig. 3�b� for clarity but are functionally
equivalent to groups 2 and 3�. The bottom surface is set with
boundary conditions of an input heat flux where the heat source is
defined in W/m2 and the side surfaces with insulated boundary
conditions. The facets of the cone facing away from the center of

Fig. 3 „a… Top view schematic of an array of micro-cones rep-
resenting an actual surface with MCA. „b… 3D schematic de-
scribing the boundary conditions for the model, indicating the
surface-to-surface radiation and surface-to-ambient radiation
boundaries. Groups 4 and 5 are the surfaces equivalent to
groups 2 and 3 on the upper right and upper left of the figure,
respectively.
the unit cell, situated on the corners of the unit cell, are coupled to
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he internal boundaries. In this manner, we simulate surface-to-
urface radiation on the outer boundaries, which in this model
ave no surfaces in their radiation view angle. This is achieved by
ntegrating the total surface radiosity of the inner boundary and
nputting the value as the radiosity of the outer boundary. In this
ashion, we compute the steady state temperature by inputting the
ntegrated heat flux of the inner boundary �group 1� onto the outer
oundaries simultaneously. The solution is computed iteratively
ntil the error determined as the difference between the current
nd previous solutions, is below a set relative tolerance factor. For
ur simulation this is set to 1�10−6, since this number corre-
ponded to a delta temperature below 0.001 K and had a relatively
ast convergence time �six times faster than for 1�10−7 without
ignificant improvement in temperature accuracy�.

The above described method, while more accurate, is computa-
ionally intensive and causes the simulation to break down as the
spect ratio increases. Therefore a more simplified model was
mplemented in which the outer surfaces radiate only to the am-
ient and not to one another, while the inner surfaces still interact
ith one another. Results from the initial and simplified models,

hown in Fig. 4, suggest that errors in temperature reduction aris-
ng from the simplified model are not higher than 16.2%. Though
he trend shows the plots separating further at higher heat fluxes,
t should be noted that the temperatures are higher, too, and a
uick calculation shows that the error is still around 16%. For
xample, when a heat flux of 4 W/cm2 is applied to the base, the
odel with coupled boundary has a final base temperature of

73.93 K and the model with surface-to-ambient radiation on the
uter boundaries has a final temperature of 712.92 K, while the
onstructured base would have a temperature of 1153.77 K. Simi-
arly when a heat flux of 20 W/cm2 is applied to the base, the

odel with coupled boundary has a final base temperature of
158.18 K and the model with surface-to-ambient radiation on the
uter boundaries has a final temperature of 1066.93 K, while the
onstructured base would have a temperature of 1723.91 K.

While the computationally intensive model approximates an in-
nite array, the simplified model is closer to an isolated array. The
acroscopic MCA samples fabricated in this work lie somewhere

n between since, near the center, the cones behave as an infinite
rray, while near the periphery, the cones are subjected more to
he ambient as in the simplified model. Thus the 16.2% represents

maximum possible error, with the real error being less. The

ig. 4 Simulations carried out on the MCA model of aspect
atios 12.4, with outer boundary conditions set as surface-to-
mbient as in previous models, compared to MCA model with
oupled boundary conditions
implified model was deemed an acceptable approximation to the

ournal of Heat Transfer
MCA samples and was used to evaluate the heat loss of MCA with
various aspect ratios without having to fabricate and test each
sample type.

The ambient temperature for the simulations was set to 0 K and
the heat transfer coefficient h, which determines the heat loss to
the ambient, was set to zero, corresponding to space vacuum and
to the boundary condition of insulating sides of the base structure,
respectively. The base in the simulations has a 10 �m thickness,
but the simulations are essentially independent of this parameter
due to the boundary conditions of the slab and the fact that it is the
final steady-state temperature which is being calculated.

In one set of simulations, a rectangular cross-section pin fin
array was analyzed in order to compare in a simple form the heat
rejection of a conical pin fin to a rectangular cross-section pin fin.
The models for the pin fin arrays and cones are similar, with the
constraint that the extended structures have the same volume and
height. The pin fin has four boundaries on the sides and one
boundary on the top. The top boundary and the two outer bound-
aries that do not radiate onto other structures are defined to have
surface-to-ambient radiation. The inner adjacent boundaries that
face each other are grouped together and defined to have surface-
to-surface radiation.

A different simulation was performed in order to directly com-
pare the experimental and theoretical temperature reduction from
an MCA structure on Alloy 321 based on the setup in Fig. 2. Due
to the physical dimensions of the MCA sample, a simple model of
the macroscopic surface emissivity was employed. In the model,
the front surface of the Alloy 321 was assigned emissivities of
0.97–0.85 based on the absorptance measurements in Fig. 1�a�.
The unprocessed back side of the Alloy 321 was assigned an
emissivity of 0.3. The ambient temperature was assumed to be
300 K. Other factors taken into account were conductive heat loss
to the stainless-steel electrical feedthroughs, radiative emission
from the rods, and the resistive heating of the rods. The only
mechanism not accounted for in the simulations was reflective
reradiation from the vacuum chamber.

4 Results and Discussion

4.1 Simulation Results. As previously outlined, the de-
scribed approach is applicable to a variety of applications. It is
particularly attractive in space applications where payload volume
and weight are important design parameters. From that perspec-
tive Ti has the lowest density �4.5 g/cm3� when compared to tan-
talum �16.4 g/cm3�, Hastelloy C276 �8.94 g/cm3�, and Alloy321
�7.92 g/cm3�. Moreover, Ti is more stable than other lightweight
metals such as aluminum to space radiation and other extreme
environments. As a result, we have used Ti as the base material for
our optimization simulations. The peak emission wavelength of a
blackbody material between 2500 K and 1500 K varies from
1.1 �m to 1.9 �m. The corresponding emissivity for Ti at those
wavelength ranges from 0.5 to 0.3 �17�. Since the MCA treatment
only negligibly affects the intrinsic emissivity of the material, but
rather greatly enhances the effective emissivity due to changes in
the surface geometry and morphology, the value of 0.4 was cho-
sen for the emissivity of Ti.

Figure 5 shows that for a titanium structure of 40 �m
�40 �m�10 �m, with an aspect ratio of 5.4, subjected to a heat
flux of 4 W/cm2, the steady-state temperature is found to be
1153.8 K. Under similar conditions, structures with extended pin
fins and MCAs yield final temperatures of 888.3 K and 977.8 K
respectively, giving a temperature reduction of 265 K for the pin
fin model and 176 K for the MCA model. Although the pin fin
array is a more effective radiator, it is also more difficult to pro-
duce on the micron size scale due to the use of lithography-based
fabrication. By comparison, the MCA are easily produced and can
be fabricated with different aspect ratios by simply varying the
laser parameters during processing.
The dependence of the temperature reduction on the aspect ra-
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io of the MCA is illustrated in Fig. 6. In Fig. 6�a�, the steady-state
emperature reduction for arrays of microcones of different aspect
atios �ARs� fabricated on titanium is shown as a function of input
eat fluxes. It is clear that higher aspect ratios result in better
emperature reduction of the base surface in this model. A satura-
ion regime is however seen for ratios greater than �12. This is

ost likely due to the dominant effect of the surface-to-surface
eating component. Figure 6�b� is a plot of the same data in Fig.
�a�, showing the drop in base temperature versus heat flux for
CA with higher aspect ratios. This demonstrates that for the

ame material, engineering the surface microstructure can be an
mportant design parameter in controlling the allowed temperature
ange �max and min�.

ig. 5 Simulations of different extended surface structures on
40 �mÃ40 �m surface of titanium subjected to a heat flux of
W/cm2 showing the individual steady-state temperatures. A

emperature decrease of 176 K based on MCAs and 265 K
ased on the rectangular cross-section pin fin arrays is
bserved.
The results in Fig. 6 suggest that, depending on the particular

02 / Vol. 129, JULY 2007
application, one could modify the MCA aspect ratios to optimize
the heat removal process. Thus, if the base is part of the outer
surface of a spacecraft cabin compartment, with a heat flux den-
sity of 0.9 W/cm2 �due to cabin crew, electronics, or fuel com-
bustion� the steady-state temperature of the base without the MCA
is 467 K �194 °C�. If the goal is to lower its temperature to below
291 K �18 °C� then MCA with aspect ratio 9.4 are sufficient. By

Fig. 6 „a… Simulations carried out on the MCA model of differ-
ent aspect ratios fabricated on Ti, showing temperature reduc-
tion „�T… of the base for a wide range of heat fluxes at different
aspect ratios. Saturation is shown to occur for an AR È12. „b…
Plot of the same data in Fig. 8„a… to indicate the temperature
reduction „�T… of the base surface with applied heat flux.
contrast if our goal is to lower the temperature to 276 K �3 °C�,

Transactions of the ASME
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ay for example to cool pipes that carry cooling water around the
abin, then employing MCA with an aspect ratio of 12.4 will be
equired.

4.2 Experimental Results and Comparison With
imulations. The temperature characteristics versus input heat
ux for both MCA structured and flat foils of Alloy 321 were
easured and are shown in Fig. 7. The MCA structures were

pproximately 20 �m in height and 20 �m in base diameter,
hich corresponds to an aspect ratio of �5.4. This aspect ratio
alue was then used in a four cone simplified simulation of Alloy
21 MCA over a similar heat flux input range. This simulation
verestimated by 20–50% the heat loss from the MCA, although
he overall trend in temperature reduction was reproduced. The
verestimation stems from the differences between the micro-
copic four cone MCA model and the actual macroscopic experi-
ental setup. In the heating experiments, heat loss due to conduc-

ion out of the ends of the foil into the clamps used to hold the foil
ample was present and could not be accounted for in the micro-
copic simulations. In addition, the MCA are not uniformly
haped and spaced as estimated in the microscopic simulation. To
etter model the experiment, a macroscopic simulation based on
he physical experimental setup was performed in which the MCA
urface was approximated by a material with a high emissivity. A
omparison of the experimental results with the four cone MCA
odel and the macroscopic experimental model is shown in Fig.

. The macroscopic model exhibits an improved fit to the experi-
ental data over the four cone model. For an average emissivity

alue of 0.97, the model still overestimates the temperature reduc-
ion by 10–15%. A lower value of the emissivity, 0.85, better
eproduces the experimental results with differences typically
ower than 4%. In actuality, the effective average emissivity of the

CA foils lies between these two values. This is due to the heat-
ng from radiation reflection from the vacuum chamber walls back
nto the foil which was not accounted for in the experimental
imulation, the effect of which would be to further reduce the heat
oss values at a given flux.

4.3 Application to Thermal Control in Space. In space,

ig. 7 Plot of temperature versus heat flux for Alloy 321 MCA
aspect ratio of È5.4… structured and flat foils. For the MCA
tructured surface we have plotted the temperature versus heat
ux for a second thermal cycle.
emperature control protocols are critical to proper functionality of

ournal of Heat Transfer
electronics and maintaining habitability of crew modules. The
thermal solutions implemented in space have the additional con-
straints of weight, volume, and reliability. This generally means
complex processes are required. As an alternative, MCA offers
high levels of cooling through radiative emission, coupled with
the advantages of: �1� being a simple, passive solution; and �2�
lightweight construction when fabricated from titanium. The one
minor drawback of the MCA structures is that their high emissiv-
ity occurs throughout the spectral range, which means that intense
visible radiation sources, such as the sun, would be heat sources
when exposed to MCA structures. This deficiency could easily be
compensated for through the use of MCA in nonsolar facing ori-
entations or through the use of relatively simple active control
measures.

5 Conclusion
Micro-column arrays have been fabricated by pulsed laser ab-

lation on different metals. Spectral analysis of the fabricated MCA
indicates that the samples have low reflectance, high emissivity,
and blackbody-like characteristics. Finite element methods were
undertaken to simulate the radiative heat loss properties of the
MCA. The simulations revealed that MCA structures show a
larger base temperature reduction with higher aspect ratios. How-
ever, beyond an aspect ratio of 12, there is a saturation effect,
which is likely due to an increase of the surface-to-surface radia-
tion component. When compared to a pin fin array of similar mass
and volume, MCA exhibited less heat loss by radiation. However,
MCA fabrication by laser ablation is simpler and more easily tai-
lored when compared to the lithography and etching processes
necessary for pin fins. The overall simulation model was validated
experimentally by comparing the final temperatures of MCA and
untreated Alloy 321 metal foils heated in vacuum. The difference
of 20–50% between the theoretical four cone model and experi-
mental heat loss values can be explained by chamber- and sample-
holding effects which the microscopic model cannot account for.

Fig. 8 Comparison of experimentally observed decrease in
temperature versus simulated results on Alloy321 using differ-
ent models. The macroscopic model includes conduction heat
loss due to the feedthrough rods but does not account for heat-
ing due to radiation reflected from the vacuum chamber, while
the simplified four cone MCA model only includes heat loss
due to radiation.
However, the model is still useful in predicting trends of MCA

JULY 2007, Vol. 129 / 803
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ehavior for different cone geometries. An improved fit to the
xperimental data, with differences as low as 4%, was obtained
sing a macroscopic model based on the physical experimental
etup. Overall, we have shown that MCA under different heat
uxes and aspect ratios are an effective method for temperature
eduction, supporting the idea of MCA for thermal management in
oth space and terrestrial applications.
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omenclature
G � surface irradiation �W/m2�
h � heat transfer coefficient �W/m2 K�

Jo=J � surface radiosity expression at x �W/m2�
J� � surface radiosity from x� �W/m2�
k � thermal conductivity �W/m K�
n � normal vector at the point x

n� � normal vector at the point x�
r � vector connecting x and x� �m�
T � temperature of point x �K�

Tamb � ambient temperature �K�
Tinf � external bulk temperature �K�

� � surface emissivity
� � reflectance
� � Stefan–Boltzmann constant,

5.669�10−08 W/m2 K4

Famb � view factor for ambient surroundings radiating
onto the body
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The Compatibility of Thin Films
and Nanostructures in
Thermoelectric Cooling Systems
The compatibility of low-dimensional thermoelectric materials in forms such as thin films
and nanowires for use in thermoelectric coolers is examined. First-order thermoelectric
theory predicts that the cold and hot junction temperatures of a thermoelectric circuit are
governed solely by the nondimensional figure of merit, ZT. Performance predictions
based on this traditional theory have been more broadly applied to the performance of
thermoelectric cooler systems, thereby implying that these coolers may be miniaturized
without loss of performance and that system performance is dictated principally by ZT. A
nondimensional thermoelectric system model for a cooler is developed and typical per-
formance metrics for thermoelectric coolers are presented along with predictions from
traditional theory. Performance is examined as a function of thermoelectric element
length for representative system conditions. This system study shows that cooler perfor-
mance may drop significantly when miniaturized, particularly if the cooling elements are
realized at the scale of many recently proposed thermoelectric thin films and nanostruc-
tured materials. The system theory illustrates that performance is governed by three
nondimensional parameters: an effective thermoelectric figure of merit, ZeTa, the relative
ability for heat to be drawn into the cooler, and the relative ability for heat to be rejected
from the cooler to the ambient environment. As cooler performance depends both on
material properties �ZeTa� as well as the relative scale of the materials with respect to
system thermal conductances, the applicability of some low-dimensional forms of mate-
rials such as thermoelectric elements may require reevaluation. The realization of high
performance coolers based on thermoelectric effects must rely on developing high quality
materials realized at an appropriate, application-dependent scale.
�DOI: 10.1115/1.2717941�

Keywords: energy conversion, thermoelectric cooling, refrigeration, Peltier effect, mi-
croelectronic cooling, nanostructures, thin films, nanowires, nanomaterials
ntroduction
The thermoelectric effect has been applied to provide useful

ooling, generate electrical power, and provide measurement of
emperature for many decades. Thermoelectric phenomenon was
iscovered in 1821 by Thomas Johann Seebeck and the theory
as more completely refined by Jean Charles Peltier in 1834. The

pplication of these thermoelectric effects to cooling in the 1950s
reated great expectation of this technology to provide an envi-
onmentally benign, energy efficient alternative to vapor compres-
ion refrigeration. A revolution in cooling did not materialize, but
hermoelectrics have been utilized widely in certain applications
here features such as their compactness, gravity independence,
r solid state nature outweigh their relatively poor efficiency. The
fficiency and performance of these applications may be improved
y the enhancement of three thermophysical properties of the ma-
erials used in these systems: increase of Seebeck coefficient, S,
uppression of electrical resistivity, �, and suppression of thermal
onductivity, �. These three properties are often grouped into the
omposite thermoelectric property known as the nondimensional
hermoelectric figure of merit, ZT=S2T /��. Materials developed
eginning in the 1940s up to the early 1990s have exhibited ther-
oelectric figures of merit, ZT, near room temperature approach-

ng unity �1–3�.
Figure 1 shows a schematic diagram of thermoelectric elements

nterconnected to provide cooling by the application of electrical
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current. A single pair of elements is shown, though in practice an
array of alternating n- and p-type thermoelectric elements is com-
monly implemented. The elements are arranged with electrical
interconnections such that electrical current may flow through all
elements in series, but heat flows in parallel from the right side of
the schematic to the left. The maximum temperature difference
between the cold thermoelectric junction, Tc, and the hot thermo-
electric junction, Th, is obtained when there is no power genera-
tion in the object to be cooled. Under the assumptions that the
thermophysical properties of the materials are temperature inde-
pendent, heat and charge flow is one dimensional in the thermo-
elements, and no electrical resistances exist due to interfaces or
interconnections, the maximum temperature difference between
junctions under steady state operation may be shown to be only a
function of the composite material property Z �1�,

�Tmax = �Th − Tc�max = ZTc
2/2 �1�

This relation requires that Z be defined as the effective Z of
both thermoelectric elements and that the aspect ratios of n and p
elements be scaled for optimal temperature drop as follows �1�:

Z =
�Sp − Sn�2

���n�n + ��p�p�2
�2�

LnAp

LpAn
=��p�n

�n�p
�3�

A second operating condition of interest is the condition where
the cold and hot thermoelectric junctions are of equal temperature

due to power dissipation by an object to be cooled. This maximum

JULY 2007, Vol. 129 / 80507 by ASME
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ooling power condition may be shown to be only a function of
2 /� and the length of the thermoelectric element, L. Under the
ame assumptions stated for the development of Eq. �2�, the maxi-
um heat flux may be presented as �2,3�:

qmax =
A

2L

S2

�
Th

2 �4�

The object to be cooled is assumed to be thermally isolated
rom surroundings and without parasitic paths of energy transport
etween the cold and hot thermoelectric junctions other than
ithin the thermoelectric elements.
These relations hold true when describing the performance of

hermoelectric element pairs or arrays of thermoelectric element
airs, and are referred to herein as the thermoelectric element
ased theory or traditional thermoelectric theory. In Eqs. �1� and
4� and as shown in Fig. 1, temperatures are defined as the local
emperatures at the hot and cold thermoelectric junctions �at Th
nd Tc, respectively�. By applying this traditional theory of ther-
oelectric element arrays to the performance of thermoelectric

oolers in operation, several observations are often made in litera-
ure and have become widely held impressions of thermoelectric
echnology in general: The performance of thermoelectric coolers
n terms of maximum temperature difference or efficiency is sim-
ly a function of Z �or ZT� �4–6�; the performance of thermoelec-
ric coolers is independent of the geometric scale of the cooler �7�;
nd the realization of a material exhibiting a ZT of approximately
will allow thermoelectric coolers to perform competitively in

erms of efficiency with vapor compression thermodynamic cool-
ng cycles �6,8–10�.

The application of traditional thermoelectric theory to cooler
erformance has led to intense pursuit of new materials exhibiting
ttractive thermoelectric properties �high Z and/or high S2 /��. The
raditional theory also predicts that the cooling power density of
oolers increases as the inverse of the thermoelectric element’s
ength, L. This has also fueled interest in thin films and nanostruc-
ured materials as thermoelectric elements. These nanomaterials,
r nanostructured materials, include those termed in literature as
anowires, nanotubes, multilayered structures, superlattices, nano-
tructured thin films, quantum dot materials, etc. �4–6,11–19�.

It has been theorized that nanowires and nanotube materials in
ertain material systems with small diameters may exhibit an en-
ancement of the Seebeck coefficient, due to the transition of the
lectronic density of states from a three-dimensional system to a
ominantly one-dimensional system. Experimental work has also
hown that the scale of structures can enhance thermoelectric

ig. 1 A schematic diagram of a single-element pair of ther-
oelectric coolers. Thermoelectric materials, typically n- and
-type semiconductors, are electrically connected in series.
he geometry is such that the elements are thermally in paral-

el, drawing heat from the left of the figure and dissipating heat
o the right. A thermoelectric element-based model „or tradi-
ional model… for cooler performance is developed from the el-
ments shown, including the material properties of the ele-
ents and the temperatures of the hot and cold junctions, Th

nd Tc, respectively.
roperties. The reduction of the diameter of these nanowire struc-

06 / Vol. 129, JULY 2007
tures can lead to a reduction in thermal conductivity due to the
increase in boundary scattering of the phonons at small dimen-
sions �6,11–16�.

The demonstrated reduction in thermal conductivity demon-
strated in multilayered structures and superlattice thermoelectric
materials has been attributed to influences including the additional
phonon scattering caused by the added periodicity of the structure
�mini-band formation�, acoustic mismatch scattering of phonons
at the boundaries, or simply the reduction in thermal transport
with a less pronounced decrease in electrical conductivity due to
the increased interface density �12,18,19�. Periodic structures have
also been theorized to confine electron transport to two dimen-
sions, resulting in gains in the Seebeck coefficient �17�.

Enhancement of S, �, or � has been demonstrated by several
researchers. Notable experimental work has shown that p-type
semiconducting superlattice thin films composed of Bi2Te3 and
Sb2Te3 have ZT of 2.4 at room temperature �4�, while structures
of localized nodes, or quantum dots embedded in superlattice
structures composed of PbSeTe/PbTe exhibit ZT of 1.3 to 1.8 at
room temperature �5�.

Traditional thermoelectric theory, based on an element model
depicted in Fig. 1, is often used as a predictor of performance. The
theoretical minimum cold side temperature as predicted from this
theory may be found through manipulation of Eq. �1� as

Tc/Th =
2

�1 + �1 + 2ZTh�
�5�

Limited published data exist in which both ZT and minimum
cooler cold-side temperature are measured independently for a
working cooler, but several available examples are shown in Fig.
2. The figure shows experimentally measured minimum cold-side
temperature �no applied heat flux� as the ratio of cold to hot tem-
perature Tc /Th as a function of the measured figure of merit, ZTh.
Results for several coolers composed of bulk, thin film, and nano-
structured materials are shown �1,4,5,20–23�. The level of perfor-
mance predicted by traditional theory in Eq. �5� is also shown in
Fig. 2 as a dashed line.

The degree of departure from the theoretically predicted perfor-

Fig. 2 The minimum cold-side temperature achievable by a
thermoelectric cooler „nondimensionalized as Tc,min/Th… is
shown as a function of the nondimensional figure of merit, ZTh.
The dashed line illustrates ideal cooler performance as pre-
dicted by traditional thermoelectric theory. Various experimen-
tal results from literature are overlaid, based on the published
experimental cooling performance, Tc /Th and experimentally
measured figure of merit, ZTh. †1,4,5,20–23‡. The degree of de-
parture from the theoretically predicted performance is dis-
tinctly more significant for coolers based on low-dimensional
materials.
mance is distinctly more pronounced for coolers based on thin
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lms and nanostructured materials than those composed with bulk
hermoelectric materials �characteristic dimension typically
reater than 100 �m�. Potential reasons for the departure of cooler
erformance from theoretical predictions can be traced to parasitic
aths of heat flow from the hot side of the cooler to the cold,
nterface electrical resistances �24�, restriction of heat flow from
he hot side of the cooler to the ambient environment �25–27�, and
he nonideal matching of n- and p-type geometries �Eq. �3��.

This work develops a thermoelectric system model that incor-
orates several nonideal influences on cooler performance that are
ot captured in the traditional thermoelectric theory. The model is
eneralized in nondimensional form and the predicted perfor-
ance for minimum cold-side temperature, cooling power den-

ity, and coefficient of performance are presented. To illustrate
mpact on cooler performance when element size is reduced to
cales of common thin films and nanostructures, the minimum
old side temperature and maximum cooling power density are
xamined in representative operating conditions.

he Departure of a Thermoelectric System from Tradi-
ional Element Theory

Figure 3 shows a thermoelectric cooling system, incorporating
ome of the nonideal elements that cause the performance of the
ystem to deviate from that predicted by traditional thermoelectric
heory. As shown in Fig. 3, the inefficiencies of the cooler as well
s the heat drawn from the source being cooled must flow from
he cooler to an ambient environment through a finite thermal
onductance. This causes the temperature of the thermoelectric
unctions where the Peltier heating is liberated �at Th� to vary,
ather than being a constant. There has been a general tendency in
iterature to use traditional thermoelectric theory to predict cooler
erformance and assume that Th is constant. Coolers draw heat
rom a source with a characteristic temperature, denoted as Ts in
ig. 3, through a finite thermal conductance to the location of the
eltier cooling effects �at Tc�. In addition to the Peltier heating and
ooling effects at the interfaces of thermoelectric materials, heat-
ng in electrical interconnects and at electrical interfaces play a
ole in cooler performance. Additionally, the backflow of heat
hrough parasitic paths external to the thermoelectric materials, as
ell as radiative parasitics can play a role under certain condi-

ions.
The system issues related to thermoelectric cooling design,

ig. 3 A thermoelectric cooler is shown schematically at the
eft. The electrically active elements are shown interconnected
s in Fig. 1. Additional elements that determine cooler perfor-
ance are shown including the finite thermal conductance be-

ween the source of heat to be cooled and the finite conduc-
ance between the hot junctions and the ambient environment.
o the right, a one-dimensional thermal model is shown with
ach isothermal region labeled „Ta, Th, Tc, and Ts… and one-
imensional approximations of the thermal conductances
hown „exit conductance, Kh, element array conductance, K,
ntry conductance, Kc….
uch as the ability to optimize the performance considering the

ournal of Heat Transfer
effectiveness of heat removal, has been studied �25–27�, yet has
not been effectively posed in generalized terms with broad appli-
cability to thermoelectric systems. Literature addressing the im-
pact of system constraints on thermoelectric cooling devices uti-
lizing thin films and nanostructures is limited. The influences of
interfaces and interconnects have been studied as issues relating to
cooler design, including the impact on performance of electrical
and thermal contact resistances of miniaturization �3,24,28,29�.
This work seeks to bring together the impact of the paths of heat
flow to thermoelectric device, paths from the device to the ambi-
ent environment, and interfaces using nondimensionalization to
reveal key performance parameters.

A Generalized Thermoelectric System Theory
The finite paths of heat flow, as well as electrical parasitics and

thermal parasitic paths of heat flow, are modeled and generalized
here to provide a framework for examining the applicability of
low-dimensional thermoelectric materials and the scalability of
thermoelectric coolers. The relations derived from this broader
thermal model are referred to herein as the thermoelectric system
theory.

A schematic of the thermoelectric cooler model is shown at the
right of Fig. 3. The ambient environment is assumed to be at a
constant temperature, Ta, and the maximum temperature of the
source of heat is Ts. The electrical interconnect region, including
the thermoelectric-interconnect interfaces, is assumed to be iso-
thermal at Th and Tc for the hot and cold sides, respectively. The
analysis presented here is simplified by assuming that the n- and
p-type materials are thermoelectrically symmetric, that is having
equal electrical resistivity, �n=�p=� and thermal conductivity,
�n=�p=�. Under this assumption the Seebeck coefficients are of
equal magnitude, −Sn=Sp=S, and the cross-sectional areas of n
and p elements are equal as required by Eq. �3�. The following
analysis may be performed without the assumption of thermoelec-
tric symmetry with some added complexity. Heat flow from the
source to the cold thermoelectric junctions, between the hot and
cold junctions, and from the hot junctions to the ambient environ-
ment, are modeled as one-dimensional thermal conductances, Kc,
K, and Kh, respectively. Thermophysical properties are assumed to
be temperature independent, and as such, Thompson effects are
neglected. The system is assumed to be operating in steady state
conditions.

Under the stated assumptions an energy balance at the hot and
cold regions yield

�Ta − Th�Kh + ISTh + �Tc − Th�K + I2�R/2 + Ri� = 0 �6�

�Th − Tc�K + I2�R/2 + Ri� − ISTc + �Ts − Tc�Kc = 0 �7�

In Eqs. �6� and �7�, I represents the sum of the magnitudes of
electrical currents �in in the n type, ip in the p type� in the m
elements composing a given cooler

I = �
j=1

m/2

��in� + �ip�� �8�

The total electrical resistance of the thermoelectric elements
operating electrically in parallel is R, and the thermal conductance
of all thermoelectric elements as well as parasitic paths for heat
flow from the hot to the cold junction in parallel is defined by the
thermal conductance K. Electrical interface resistances as well as
the finite electrical resistance of the interconnects are captured in
the term Ri.

The competing effects in this thermal system may be better
understood by nondimensionalizing the governing Eqs. �6� and
�7�. Each temperature is scaled by the ambient temperature, yield-
ing nondimensional temperatures �h=Th /Ta, �c=Tc /Ta, and �s
=Ts /Ta. Electrical current is nondimensionalized with respect to
the Seebeck coefficient and total element conductance as �

= IS /K. The exit and entry thermal conductances are scaled with

JULY 2007, Vol. 129 / 807
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espect to the total element thermal conductance as �h=Kh /K and
c=Kc /K. The nondimensionalized governing equations yield a
ondimensional effective thermoelectric figure of merit, defined
s

ZeTa =
S2Ta

K�R + 2Ri�
�9�

Thus, the system can be solved for the cold and hot thermoelec-
ric junction temperatures as

�c =
��h + 1 − ����2/2ZeTa + �c�s� + �2/2ZeTa + �h

��h + 1 − ����c + 1 + �� − 1
�10�

nd

�h =
��c + 1 + ����2/2ZeTa + �h� + �2/2ZeTa + �c�s

��h + 1 − ����c + 1 + �� − 1
�11�

Equation �10� defines the temperature of the cold Peltier junc-
ion as a function of the effective nondimensional figure of merit,
eTa, relative exit and entry thermal conductances, �h and �c,
urrent, �, and the temperature of the heat source. An optimum
urrent level may be found analytically for certain cooler operat-
ng conditions such as the maximum temperature difference,

aximum cooling power, or maximum efficiency.

hermoelectric Cooler Performance Metrics

Minimum Cold-Side Temperature. The minimum cold-side
emperature achievable by a cooler is a performance metric often
uoted and compared in literature. This is the condition where
here is no power generated in the object to be cooled and this
bject is assumed to be in thermal isolation from the environment.
raditional thermoelectric theory predicts the minimum relative

emperature of the cold-side as the following relation, derived
rom Eq. �1�,

�c,min,trad =
�1 + 2ZTa − 1

ZTa
�12�

Equation �10� may be used to describe the minimum cold side
emperature for the cooler shown in Fig. 3 by assuming that there
s no heat drawn from the source. This implies that �s=�c, sim-
lifying Eq. �10�,

�c,min =
��h + 2 − �0��0

2/2ZeTa + �h

��h + 1 − �0���0 + 1� − 1
�13�

A minimum cold-side temperature occurs at a certain optimum
urrent, �0. The full expression for this optimum current is not
ncluded here for brevity, but may be found by minimizing Eq.
10� with respect to � for the conditions of minimum temperature
�s=�c�.

The dependence of the minimum cold-side temperature on the
bility for the cooler to reject heat to the ambient environment is
hown in Fig. 4. The minimum cold side temperature, �c,min
Tc /Ta is shown as a function of the relative exit conductance, �h.
old-side temperature is shown for three values of the nondimen-

ional figure of merit, �ZeTa and ZTh�. The performance predicted
y the thermoelectric system theory �the minimization of Eq. �13��
hows that cooler performance may be significantly degraded as
he conductance of heat to the ambient environment diminishes
ith respect to the thermal conductance of the thermoelectric el-

ments ��h=Kh /K�. In contrast, the traditional thermoelectric
heory applied to the performance of a thermoelectric cooler ne-
lects the effects of the exit thermal conductance.

Minimum cold-side temperature for a thermoelectric cooler is a
trong function of the relative exit conductance, �h. This depen-
ence degrades cooler performance as the hot-side heat removal is
educed �poor heat sinking� and/or the thermal conductance of the
hermoelectric element array increases �as through the reduction

f the element’s length, L�.

08 / Vol. 129, JULY 2007
Maximum Cooling Power. The maximum amount of heat a
thermoelectric cooler can draw from a heat source which is main-
tained at ambient temperature provides another useful metric in
the field of thermoelectricity �2,3�. The amount of heat drawn
from a source, q, may be nondimensionalized with respect to the
thermal conductance of the thermoelectric element array, K, and
the ambient temperature. Traditional thermoelectric theory pre-
dicts that the maximum nondimensional heat flux is a constant and
solely dependent on the nondimensional figure of merit �1�.

�trad =
q

KTh
=

ZTh

2
�14�

The maximum nondimensional heat flux developed in this work
may be defined in terms of the amount of heat drawn across the
finite thermal conductance between the source of heat and the cold
thermoelectric junctions,

� =
q

KTa
= ��s − �c,�max

��c �15�

This condition is typically evaluated in the condition where the
source of heat is held at the ambient temperature, and as such,
�s=1 in Eq. �15�. �c,�max

is the cold junction temperature defined
in Eq. �10�, optimized with respect to � under the conditions �s
=1 to maximize the cooling power, �. An analytic expression for
this optimum current �0 has been omitted here for brevity.

The dependence of the cooling power on the ability of the
cooler to reject heat to the ambient environment is shown in Fig.
5. The nondimensional cooling power, q / �KTa�, predicted by ther-
moelectric system theory �Eq. �15��, is shown as a function of the
relative exit conductance, �h. The cooling power is also a function
of the relative cold side thermal conductance, �c, and results are
shown for �c	10 and 1000. These results are shown for three
values of the nondimensional figure of merit �ZeTa or ZTh�. The
performance predicted by thermoelectric system theory shows that
cooler performance may be significantly degraded as conductance
of heat to the ambient environment diminishes with respect to the
thermal conductance of the thermoelectric elements �low �h�, as
well as constraints on the heat flow from the source of heat to the

Fig. 4 The nondimensional minimum cold-side temperature is
shown as a function of the cooler’s relative exit thermal con-
ductance. The performance predicted by thermoelectric system
theory „current work… as well as traditional thermoelectric
theory is shown for values of thermoelectric figure of merit,
ZTh=ZeTa=0.5, 1.0, and 2.0. As the exit thermal conductance
decreases „due to poor heat sinking and/or miniaturization of
the thermoelectric element array…, the minimum temperature
approaches 1.0 „no cooling below the ambient temperature….
The performance predicted by traditional theory is also shown
as dashed lines.
thermoelectric cooling junction �low �c�. In contrast, the tradi-
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ional thermoelectric theory �Eq. �14��, if applied to the perfor-
ance of a thermoelectric cooler, predicts a constant nondimen-

ional cooling power since it neglects influence of the thermal
aths into and out of the cooler.

Cooling power of a thermoelectric cooler is a strong function of
he relative exit conductance, �h, and a weaker function of the
ntry conductance, �c. This dependence degrades cooler perfor-
ance as the hot-side heat removal is reduced �poor heat sinking�,

he ability for the cooler to draw heat from the source is reduced,
nd/or the thermal conductance of the thermoelectric element ar-
ay is increased �by, for example, the reduction of the element’s
hysical scale�.

Coefficient of Performance. Traditional thermoelectric theory
redicts that the coefficient of performance of a thermoelectric
ooling system is only a function of the figure of merit, Z, and the
ystem temperatures �Tm, Ts, and Ta� �2,3�,


trad =
Ts

Ta − Ts

�1 + ZTm − Ta/Ts

�1 + ZTm + 1
=

�s

1 − �s

�1 + ZTm − 1/�s

�1 + ZTm + 1

�16�
By considering the restrictions on heat flowing into and out of

he system ��c and �h�, as well as parasitic degradation of the
ondimensional figure of merit �captured in Ze�, the coefficient of
erformance for thermoelectric system theory is as follows:


 =
�c��s − �c����

���h��� − �c���� + �2/ZeTa
�17�

The optimum coefficient of performance is found by optimizing
q. �17� with respect to electrical current, �. The cold and hot-side

emperatures, �c��� and �h���, are expressed by Eqs. �10� and
11�.

As with the minimum cold side temperature and cooling power
ensity, the coefficient of performance is not only a function of
gure of merit, but also depends on the entry and exit thermal

ig. 5 The nondimensional maximum cooling power is shown
s a function of the cooler’s relative exit thermal conductance.
he performance predicted by thermoelectric system theory
current work… is shown for values of thermoelectric figure of
erit, ZTh=ZeTa=0.5, 1.0, and 2.0, each for two values of the

elative entry thermal conductance. As the exit or entry thermal
onductance is decreased „due to poor heat sinking, highly
ocalized or poorly attached heat source, and/or miniaturization
f the thermoelectric element array…, cooling power is de-
raded. The performance predicted by traditional thermoelec-

ric theory is also shown for each value of the figure of merit.
onductances of the system, �c and �h.

ournal of Heat Transfer
Parasitic Degradation of the Nondimensional Figure of
Merit

The thermoelectric system theory presented herein illustrates
that cooler performance is not dependent on the material proper-
ties S, �, and � alone, but rather on an effective figure of merit that
also captures the influence of thermal and electrical parasitic ef-
fects �Eq. �9��. Figure 6 shows a schematic of a thermoelectric
cooler and representative cross sections for two types of cooler
element construction: film or bulk materials �upper right�, and
nanowire composite arrays �lower right�. In both cases there is an
electrically active cross-sectional area composed of a thermoelec-
tric material, Ae, and an electrically inactive cross section com-
posed of a gas or solid fill material of area Af. Considering the
heat and current flow through the thermoelectric elements and
heat flow through the fill material to be one dimensional along the
length of the element, the thermal conductance of the element
array, K, may be expressed as �eAe /L+� fAf /L. The electrical re-
sistance, R, of the element may be expressed as �L /Ae. Neglecting
the electrical resistance of the metal interconnects and only con-
sidering a characteristic electrical interface resistance to be
present as ri, the effective nondimensional figure of merit may be
expressed as

ZeTa = Ta
S2

��e + � fAf/Ae��� +
2ri

L
	 �18�

Introducing a fill factor as �=Ae /Af, the degradation of the
figure of merit due to parasitics may be expressed as

ZeTa

ZTa
=

1

�1 +
� f

�e�
	�1 +

2ri

�L
	 �19�

Equation �19� illustrates two effects that can be highly detri-
mental to a thermoelectric system: the degradation of performance
due to the relative conductance of the fill materials, and the deg-
radation due to potentially nonnegligible interface resistances.
These effects can be significant in nanowire and thin-film thermo-
electrics where solid fill materials, low fill factors, and short ele-
ments are generally prevalent. For example, the thermoelectric

Fig. 6 A schematic diagram of a thermoelectric cooler is
shown with elements fabricated on a substrate, which in turn is
mounted on a heat sink as a means of heat removal. A single
thermoelectric element pair is shown for simplicity, however
multiple elements may be arrayed and utilized. To the left, two
schematics of a typical cross section are shown. The upper
section shows active thermoelectric elements of a certain area,
Ae, as well as an electrically inactive “fill” area, Af. The lower
schematic depicts a representative section from a cooler that
may be fabricated from vertically aligned wire. The area be-
tween each wire as well as between the n- and p-wire arrays
constitutes the electrically inactive region, Af.
nanowires in a proposed cooler may exhibit an inherent thermal

JULY 2007, Vol. 129 / 809
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onductivity of �e=0.5 W m−1 K−1, yet it is not unusual for fab-
ication techniques of nanowire arrays to exhibit low fill factors,
uch as �=1/50. Should the nanowire array require a solid fill
aterial for structural support, such as low thermal conductivity

olymers �� f =0.2 W m−1 K−1�, by Eq. �19� such a cooler would
resent an effective figure of merit of only 4.8% of the material’s
nherent ZTa. The inclusion of the electrical interface resistance
ri� in Eq. �2� can further degrade such a material’s ability to
erform as a thermoelectric element.

iniaturization of Thermoelectric Cooling Systems
Miniaturization of thermoelectric coolers can have a pro-

ounced effect on performance. This may be illustrated by exam-
ning the behavior of a cooler as depicted in Fig. 6 with approxi-

ations for the entry and exit thermal conductances. The cooler
epicted in Fig. 6 is shown on a substrate that is attached to an air
ooled heat sink. Thermal interface resistances between substrate
nd heat sink are neglected for simplicity, making this analysis
ore ideal and the predicted results more optimistic than in prac-

ical application. The performance of heat sinks is a well-
eveloped technical field �30–33�, and two limits of heat sink
erformance may be readily examined: solid conduction limited
eat removal, and air flow limited heat removal �33�.

Solid Conduction Limited Systems: Minimum Cold-Side
emperature. In order to show the influence of miniaturization
n a representative cooler, the heat is assumed to flow one dimen-
ionally through the substrate on which the cooler is fabricated
Fig. 6�, thereby exhibiting thermal conductance of ab�sub/ t. The
ystem dissipates heat through a heat sink. As the lateral dimen-
ions of substrate are reduced below the thickness of the solid heat
ink material, the thermal conductance into the heat sink becomes
imited by the three-dimensional flow of heat through this rela-
ively large solid material. Under these conditions the thermal
onductance may be modeled by considering a constant heat flux
nto a semi-infinite body. The exit thermal conductance may be
xpressed as the combination of the one-dimensional flow through
he substrate and the spreading into the heat sink as �34�

Kh,spreading =
ab�sink�/2

a Sinh−1�b/a� + b Sinh−1�a/b�
�20�

Using the definition of fill factor, the area of the cooler may be
xpressed as ab=Ae�1+1/��, and the relative exit conductance
ay be expressed in terms of the system geometric and material

arameters,

�h
−1 = �1 +

� f

�e�
	� �e

�sink

2�a Sinh−1�b/a� + b Sinh−1�a/b��
�L�1 + 1/��

+
�et

�subL
	

�21�

Equation �21� provides the relative exit thermal conductance �h
equired for the minimization of Eq. �13�. The influence on mini-
um temperature with element length is shown in Fig. 7. The
inimum temperature predicted by the traditional thermoelectric
odel �Eq. �12�� is independent of element length, L, as shown in
ig. 7. The thermoelectric cooler modeled is assumed to have an
rea of ab=1 mm2 and is fabricated on a silicon substrate ��sub
150 W m−1 K−1� 300 �m thick. The substrate is in intimate ther-
al contact on a high conductivity heat sink material ��sink
300 W m−1 K−1�. Predicted performance for element fill factors
f 1/5 and 1/50 are shown. These span the range from typical fill
actors of commercially available bulk coolers to those in sparsely
lled thermoelectric nanowire arrays. As the performance of de-
ices is also dependent on the ratio of the thermal conductivity of
he thermoelectric element to that of the fill material ��e /� f�, per-
ormance is shown for two such ratios, 38.5 and 1. Assuming that

he active thermoelectric material has a thermal conductivity of
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1.0 W m−1 K−1, these thermal conductivity ratios represent two
extremes: filling the gap between the elements with air at ambient
pressure and with silicon dioxide, respectively.

As shown in the Fig. 7, the minimum cold-side temperature is
dependent on several factors besides a figure of merit �ZTh or
ZeTa�, and as the length of the element decreases to lengths that
are on the order of thin films and typical nanowires, performance
can be severely degraded. For perspective, the predicted perfor-
mance for a system integrating a material with a ZTa	5 is also
shown in Fig. 7. If this high ZTa material was a thin film, nano-
wire, or nanostructured material with element lengths less than
approximately 7 �m, the device would be outperformed by a bulk
cooler �L
1 mm� with a figure of merit of 1.

Airflow Limited Systems: Maximum Cooling Power. An-
other condition that provides an illustrative example of thermo-
electric device miniaturization effects is the cooling system where
the amount of airflow from the ambient environment is the limit-
ing factor in heat removal �33�. Such systems have relatively large
area sources but with relatively limited amounts of airflow from
the ambient environment. The theoretical minimum conductance
based on airflow is Kh= ṁC �33�.

The amount of heat removed from a heat source at ambient
temperature ��s=1� by a cooler such as shown in Fig. 6 may be
found from Eq. �15�. The airflow limited expression for the rela-
tive exit thermal conductance is

�h =
ṁCL�1 + 1/��

ab�e�1 + � f/�e/��
�22�

The maximum cooling power density as a function of element
length is shown in Fig. 8 for two sets of performance conditions:
where the source being cooled is held at ambient temperature
��s=Ts /Ta=1�, and when the source is below ambient conditions
at �s=0.85. The air side limited model for the hot-side thermal
conductance �Eq. �22�� is used in an optimization of Eq. �15�

Fig. 7 The nondimensional cold side temperature of a cooler
is shown as a function of cooler element length, L. The cooler
is modeled as dissipating heat through a substrate „�sub
=150 W m−1 K−1, t=300 �m… on a semi-infinite heat sink „�sink
=300 W m−1 K−1

…. The predicted performance for several geom-
etries and material properties reflecting a ZTa of 1.0 and a
single representative result at ZTa=5 are shown. The degrada-
tion of performance as the element length decreases, the de-
gree of degradation being a function of the element fill factor,
�, and the relative thermal conductivity of the fill material �e /�f.
Thermal conductivity ratios are shown representing what
would be found using a fill material of ambient air and silicon
dioxide. The model illustrates the influence of scale and cooler
structure, showing conditions where a microscale element with
a ZTa of 5 may be outperformed by a cooler of larger scale and
a ZTa of 1.0.
�using Eq. �10��, with three levels of airflow: 25, 2.5, and
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.25 m3 s−1. These conditions span a typical range of the available
ooling air in microelectronic and optoelectronic equipment cool-
ng applications �ranging from servers to light notebook comput-
rs�. The entry conductance is calculated assuming one-
imensional heat flow through a source of heat through a silicon
ubstrate ��=150 W m−1 K−1� that is 300 �m thick. The cooling
ower density predicted from traditional thermoelectric theory
Eq. �14�� is also included in Fig. 8. This figure illustrates the
eparture of actual cooling system performance from that pre-
icted by traditional theory, showing the fact that there is an op-
imum cooling element length. This optimum length is highly sen-
itive to level of heat removal to the ambient environment as well
s the desired operating temperature of the source to be cooled. As
he model for the heat removal ��h� is refined beyond the simple
ir side limit used here to include all significant impedances to
eat flow to the ambient environment, the optimum element
engths shift toward elements of larger length.

onclusion
The performance of thermoelectric coolers is not simply a func-

ion of the nondimensional figure of merit, ZT. The minimum
old-side temperature achievable is better predicted by two-
ondimensional terms, the effective figure of merit, ZeTa, and the
elative exit conductance, �h. In operating conditions where the
ooler is drawing a finite amount of heat from a source, the per-
ormance is defined by three-nondimensional terms, ZeTa, �h, and
c. The efficiency of thermoelectric coolers, and their ability to
otentially compete with other thermodynamic cooling cycles,
ust be framed in terms of material properties as well as relative

cale. As these broader figure of merits show, the performance of
hermoelectric coolers is dependent on the physical scale of the
evice. Should materials be developed exhibiting high ZTa, yet
nly be manufacturable at small scales �such as thin films, nano-
ires, etc.�, they may be outperformed by materials of moderate
Ta that can be produced at a geometric scale more compatible
ith application’s entry and exit thermal conductances. The ther-
oelectric model based on the new thermoelectric figures of merit

ntroduced here, ZeTa, �h, and �c, puts a new perspective on what

ig. 8 Cooling power density of a cooler is shown as a func-
ion of cooler element length, L. The thermal conductance be-
ween the hot-side of the cooler and the ambient temperature is

odeled as the airflow limit, Kh=ṁCp. The predicted perfor-
ance for three values of cooling fluid mass flow rate are

hown with all coolers having materials exhibiting a ZTa of 1.0.
erformance for a heat source held at the ambient temperature

Ts /Ta=1… and a source operating below ambient temperatures
Ts /Ta=0.85… are shown. The loci of maximum shifts to longer
lement lengths as the available hot side heat dissipation de-
reases, contrary to the 1/L behavior predicted by traditional
hermoelectric element theory.
aterials have the potential to provide high performance cooling.

ournal of Heat Transfer
The best materials for thermoelectric cooling must exhibit appro-
priate thermophysical properties at the scale appropriate for the
application.

Nomenclature
ṁ 	 mass flow rate �kg s−1�
A 	 area �m2�
a 	 depth �m�
b 	 width �m�
C 	 heat capacity �J kg−1 K−1�
I 	 electrical current �A�
i 	 electrical current, single element �A�

K 	 thermal conductance �W K−1�
L 	 length of the thermoelectric element �m�
m 	 number of elements composing a thermoelec-

tric cooler array
q 	 cooling power �W�

q� 	 cooling power density �W m−2�
R 	 electrical resistance ���
r 	 interface electrical resistivity �� m2�
S 	 Seebeck coefficient �V K−1�
T 	 temperature �K�
t 	 thickness �m�

Z 	 thermoelectric figure of merit �K−1�
ZT 	 nondimensional thermoelectric figure of merit

Greek Symbols
� 	 fill factor, area ratio
� 	 nondimensional electrical current
� 	 nondimensional thermal conductance
� 	 thermal conductivity �W m−1 K−1�

 	 coefficient of performance
� 	 nondimensional cooling power
� 	 electrical resistivity �� m�
� 	 nondimensional temperature

Subscripts
0 	 optimized quantity

�max 	 optimized under maximum cooling power
conditions

a 	 ambient environment
c 	 element-interconnect interface region where

Peltier cooling occurs
e 	 effective
e 	 element
f 	 fill material
h 	 element-interconnect interface region where

Peltier heating occurs
i 	 interface

m 	 mean
max 	 maximum
min 	 minimum

n 	 n-type thermoelectric element
p 	 p-type thermoelectric element
s 	 source of heat, or object to be cooled

sink 	 heat sink
sub 	 substrate
trad 	 based on a traditional model for thermoelectric

performance
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Analysis of Thermally Expandable
Flexible Fluidic Thin-Film
Channels
Heat transfer inside thermally expandable and flexible fluidic thin-film channels is ana-
lyzed in this work. Two categories are analyzed: the first category is when the upper plate
of the thin film is mobile and flexible, and the second is when the side plates of the thin
film are flexible and mobile. The expansion in the thin-film heights (category I) or widths
(category II) are linearly related to the local fluid pressure and the local temperature of
the heated plate based on the principles of linear elasticity and constant volumetric
thermal expansion coefficient. The governing Reynolds, momentum, and energy equations
are properly nondimensionalized and solved numerically using an implicit method. The
Peclet number, stiffness parameter, thermal expansion parameter, and aspect ratio are
found to be the main controlling parameters. It is found that thermally expandable flex-
ible thin films that belong to category I can produce significant increase in cooling as the
heating load increases, especially when operated at lower Peclet numbers, whereas the
cooling effect for those that belong to category II is almost unaffected by the expansion.
This work paves the way to practically utilize thermally expandable flexible thin films,
especially in MEMS and electronic cooling applications. �DOI: 10.1115/1.2712853�

Keywords: thin films, heat transfer, flexible plate, seals, thermal expansion, electronic
cooling, MEMS
Introduction
Various engineering applications utilize fluidic thin films as

ooling devices, such as heat pipes �1–3� and microchannel heat
inks �4–11�. These devices are widely used in electronic cooling
pplications where rapid development in electronics industry ne-
essitates seeking methods for increasing the cooling capacity.
everal solutions are proposed to increase the cooling capacity of
uidic thin films. For example, Bowers and Mudawar �12� have
hown that two-phase flow in a minichannel is capable of remov-
ng maximum heat fluxes generated by electronic packages; how-
ver, the system may become unstable near certain operating con-
itions. Furthermore, the use of a porous medium in cooling of
lectronic devices can enhance heat transfer �13–15�. However,
he porous medium can create a substantial increase in the pres-
ure drop inside the thin film.

Recently, flexible fluidic thin films were introduced in the
orks of Khaled and Vafai �16–19�, in which they describe a new
ethod for enhancing the cooling capability of fluidic thin films.

n summary, flexible thin films utilize soft seals to separate be-
ween their plates instead of having rigid thin-film construction.
haled and Vafai �16,18� have demonstrated that more cooling is

chievable when flexible fluidic thin films are utilized. The expan-
ion of the flexible thin film, including a flexible microchannel
eat sink, is directly related to the average internal pressure inside
he microchannel �16–19�. Additional increase in the pressure
rop across the flexible microchannel not only increases the aver-
ge velocity but also expands the microchannel, causing an appar-
nt increase in the coolant flow rate, which, in turn, increases the
ooling capacity of the thin film.

Khaled and Vafai �19� have demonstrated that the cooling effect
f flexible thin films can be further enhanced if the supporting soft
eals contain closed cavities filled with a gas that is in contact

1Corresponding author.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received March 15, 2006; final manuscript re-

eived October 2, 2006. Review conducted by Satish G. Kandlikar.

ournal of Heat Transfer Copyright © 20
with the heated plate boundary of the thin film. They referred to
this kind of sealing assembly as “flexible complex seals.” The
resulting fluidic thin-film device is expandable according to an
increase in the working internal pressure or an increase in the
heated plate temperature. It should be noted that flexible thin films
analyzed in the works of Khaled and Vafai �16–19� considered
special designs that result in a uniform displacement of the thin-
film mobile plate. In contrast, the displacement of the mobile plate
in other flexible thin-film designs can be nonuniform, especially if
the mobile plate itself is flexible.

In this work, heat transfer inside thermally expandable fluidic
and flexible thin films is analyzed. The mobile parts �upper plate
or side plates� of the thin film are considered to be flexible such
that the fluidic region inside the thin film is allowed to expand as
functions of both the pressure inside the thin film and the local
heated plate temperature via utilizing flexible complex seals or
bimaterial plates �made from two different materials, having dif-
ferent volumetric thermal expansion coefficient, on top of each
other�. The expansion of the thin film is considered to be in the
transverse direction of the fluid flow direction when the upper
plate is flexible �category I�, whereas it is along the thin-film
width when the side plates are flexible �category II�. The expan-
sion in the thin-film heights or widths is related to both the local
internal pressure and local heated plate temperature. The govern-
ing equations for flow and heat transfer are properly nondimen-
sionalized and reduced into simpler forms. The resulting equations
are then solved numerically and various pertinent results are ob-
tained. The controlling parameters are obtained, and their role on
the thermal behavior of thermally expandable fluidic flexible thin
films is established.

2 Problem Formulation
Consider a two-dimensional thin film that has a small height h

compared to its length B. The x-axis is taken in the direction of
the length of the thin film while y-axis is taken along the height of
the thin film as shown in Fig. 1. The z-axis is taken along the half

thin-film width D, where it is large enough such that two-

JULY 2007, Vol. 129 / 81307 by ASME
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imensional flow inside the thin film can be assumed. Both the
hin-film height and width are allowed to vary with the axial dis-
ance. The flow is assumed to be laminar, and the convective
erms are neglected compared to diffusion terms in the momentum
quation �hydrodynamically fully developed flow is assumed�.
nder these conditions, the velocity field, Reynolds equation, and

nergy equation are obtained as

u�x,y,z� =
�h�x��2

2�

�P

�x
�� y

h�x��2

− � y

h�x��� �1�

v�x,y,z� =
�h�x��3

2�
� �2P

�x2 +
�2P

�z2 ��1

2
� y

h�x��2

−
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3
� y

h�x��3�
+

�h�x��2
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2
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h�x��2dh

dx
� �2�

w�x,y,z� =
�h�x��2

2�
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�z
�� y

h�x��2

− � y

h�x��� �3�

�

�x
��h�x��3�P

�x
� +

�

�z
��h�x��3�P

�z
� = 0 �4�

�cp�u
�T

�x
+ v

�T

�y
+ w

�T

�z
� = k

�2T

�y2 �5�

here T, u, v, w, �, P, �, cp, and k are the fluid temperature, axial
elocity, normal velocity, velocity component in the z direction,
uid density, pressure, fluid dynamic viscosity, fluid specific heat,
nd fluid thermal conductivity, respectively.

The following dimensionless variables are used in this work:

X =
x

�6a�

ig. 1 „a… Thermally expandable flexible thin film with mobile
exible upper plate „category I… and „b… Thermally expandable
exible thin film with mobile flexible side plates „category II…
B
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Y =
y

ho
�6b�

Z =
z

Do
�6c�

U =
u

uo
�6d�

V =
v

uo�ho/B�
�6e�

W =
w

uo�Do/B�
�6f�

� =
T − T1

qho/k
�6g�

P̄ =
P − Pe

Pi − Pe
�6h�

H =
h

ho
�6i�

D̄ =
D

Do
�6j�

where q, uo, T1, ho, and Do are the heat flux at the lower plate,
reference velocity, inlet temperature, a reference thin-film height,
and a reference half thin-film width, respectively. The reference
thin-film height ho and width Do are taken to be the thin-film
height and width at the inlet when both the flow and the heat flux
in the thin film are zero. The Reynolds and energy equations can
be written as

�Do

B
�2 �

�X
��H�X��3� P̄

�X
� +

�

�Z
��H�X��3� P̄

�Z
� = 0 �7�

U
��

�X
+ V

��

�Y
+ W

��

�Z
=

1

Pe �

�2�

�Y2 �8�

where the Peclet number �Pe� and the aspect ratio � are defined as

Pe =
�cpuoho

k
�9a�

� =
ho

B
�9b�

2.1 Flexible Thin Films With Mobile Flexible Upper Plate
(Category I). In this category, the lower plate of the thin film is
considered to be fixed, whereas the upper plate is flexible and
separated from the lower plate by soft complex seals that allow a
local expansion in the thin-film heights due to both changes in
internal pressure and the lower �heated� plate temperature �Fig.
1�a��. Similar effects are expected when the upper plate is a bi-
material plate separated from the lower plate via soft seals. The
thin-film height varies linearly with local pressure and local lower
plate temperature according to the following relations �17,19�:

H�X� =
h�x�
ho

= 1 +
P̄�X�

S1
+ FT1�B�X� �10�
where FT1 is the thermal expansion parameter, which is equal to
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FT1 = �
qho

k
�11�

he coefficient � is thermal expansion coefficient of the flexible
omplex seals. The parameter FT1 increases as the heating load q,
he thermal expansion coefficient � and the reference thin-film
eight increase, while FT1 decreases as the fluid thermal conduc-
ivity k decreases. The stiffness parameter S1 is related to the
lastic properties �20� of the flexible complex seals. When the
hin-film width is uniform �D=Do�, the velocity field �Eqs.
1�–�3�� reduces to the following:

U�X,�,Z� =
u�X,�,Z�

uo
= − 6

dP̄

dX
H2�� − �2�; uo =

�Pi − Pe�ho
2

12�B

�12�

V�X,�,Z� = �H�X��2�dP̄

dX
��dH

dX
���3 − �2� �13�

W�X,�,Z� = 0 �14�

here �=X, �=Yho /h�x�. As such, Eq. �8� can be written as

− 6
dP̄

dX
H4�� − �2�

��

��
=

1

Pe �

�2�

��2 �15�

here dP̄ /dX is evaluated from the following reduced form of the
eynolds equation:

�

�X
��H�X��3� P̄

�X
� = 0 �16�

2.1.1 Thermal Boundary Conditions. Uniform wall heat flux is
ssumed at the lower plate while the upper plate is considered to
e insulated. This models a case where the fluidic thin film with a
hin conductive lower plate is placed on the top of a heated sur-
ace while its upper plate is made from a less conductive flexible
aterial �e.g., plastics�. The boundary conditions are

��X,0� = 0, 	 ��

��
	

X,�=0

= − H�X� ,

	 ��

��
	

X,�=1

= − �2H�X��H�X� − 1�	 ��

��
	

X,�=1


 0 �17�

he Nusselt number is defined as

Nu�X� �
hcho

k
=

1

�B�X� − �m�X�
=

1

��X,0� − �m�X�
�18�

here hc, �m, and �B are the local convection coefficient, dimen-
ionless mean bulk temperature, and dimensionless lower plate
emperature, respectively, and are defined as follows:

�m�X� =
1

Um�X�H�0

H

U�X,Y���X,Y�dY

Um�X� =
1

H�0

H

U�X,Y�dY �19�

here Um�X� is the average velocity inside the thin film at the
imensionless axial distance X.

2.2 Flexible Thin Films With Mobile Flexible Side Plates
Category II). In this category, both the thin-film lower and upper
lates are considered to be fixed and horizontal, resulting in a
niform thin-film height �h=ho�. However, the thin-film width is

onsidered to be nonuniform because it can vary with the local

ournal of Heat Transfer
pressure and local lower �heated� plate temperature �Fig. 1�b��. As
such, the thin-film half width D�x� has the following functional
form:

D̄�X� =
D�x�
Do

= 1 +
P̄�X�

S2
+ FT2�B�X� �20�

This category can be attained when the side mobile plates are
bimaterial plates such that they deflect, increasing the thin film
width, as the heated plate temperature increases. The dimension-
less velocity field for this category can be written as

U�X,�,Z� =
u�X,�,Z�

uo
= − 6

� P̄

�X
�Y − Y2�; uo =

�Pi − Pe�ho
2

12�B

�21�

V�X,�,Z� = 0 �22�

W�X,�,Z� =
w�X,�,Z�
uo�Do/B�

= − 6� B

Do
�2� P̄

�Z
�Y − Y2� �23�

With �=X, �=Y and �=Z / D̄, the energy equation, Eq. �8�, re-
duces to

6
� P̄

�X
��2 − ��

��

��
+

6

D̄
�� B

Do
�2� P̄

�Z
− �

�D̄

�X

� P̄

�X
���2 − ��

��

��

=
1

Pe �

�2�

��2 �24�

For this category, Eq. �7� reduces to

�Do

B
�2 �2P̄

�X2 +
�2P̄

�Z2 = 0 �25�

2.2.1 Boundary Conditions. The thermal boundary conditions
for this category are

���,0� = 0, 	 ��

��
	

�,�=0,�

= − 1.0, 	 ��

��
	

�,�=1,�

= 0

	 ��

��
	

�,�,�=0

= 0, 	 ��

��
	

�,�,�=0.5

= 	 − �Do

B
�2

D̄
dD̄

dX

��

��
	

�,�,�=0.5

 0

�26�

2.2.2 Approximate Model. The velocity normal to the stream
line shown in Fig. 1�b� is equal to u sin�	�−w cos�	�, which is
equal to zero where 	 is the angle that the stream line makes with
the axial direction �x-axis�. Knowing that tan�	� can be by

tan�	�
�� Do

B
� dD̄

dX . As such, the second term on the left-hand side
of Eq. �24� represents the velocity normal to the stream line,

which is equal to zero. Moreover, �2P̄ /�Z2
0.04�2P /�X2
0
when Do /B�0.2 �refer to Eq. �25��. As such, Eq. �24� can be
approximated by the following:

6
dP̄avg

dX
��2 − ��

��

��
=

1

Pe �

�2�

��2 �27�

As the coolant flow rate is constant through the thin film, the
following condition has to be satisfied:

d

dX
�D̄

dP̄avg

dX
� = 0 �28�

3 Numerical Methodology
Equations �15�, �16�, �28�, and �27� were descritized using
three-point central differencing in the transverse direction �� di-
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ection� while two-point differencing was utilized in the axial di-
ection �X-direction�. The finite difference equations for Eqs. �16�,
15�, �28�, and �27� are the following, respectively:

P̄i−1 − �1 + �Hi+1/2

Hi−1/2
�3�P̄i + �Hi+1/2

Hi−1/2
�3

P̄i+1 = 0 �29�

− 6� P̄i − P̄i−1

��
�Hi

4�� j − � j
2���i,j − �i−1,j

��
�

=
1

Pe �
��i,j+1 − 2�i,j + �i,j−1

��2 � �30�

�P̄avg�i−1 − �1 + � D̄i+1/2

D̄i−1/2

���P̄avg�i + � D̄i+1/2

D̄i−1/2

��P̄avg�i+1 = 0

�31�

− 6� �P̄AVG�i − �P̄AVG�i+1

��
��� j − � j

2���i,j − �i,j−1

��
�

=
1

Pe �
��i,j+1 − 2�i,j + �i,j−1

��2 � �32�

here i and j are the location of the descretized point in the X and
directions, respectively. The resulting tridiagonal systems of

lgebraic equations, Eqs. �29�–�32�, were then solved using the
ell-established Thomas algorithm �21�. The same procedure was

epeated for the consecutive i values of P̄i and �i,j until j reached
he value M �M =101� at which X=1.0.

A thin film with ho=200 �m and B=3 mm results in Pe �
1.0 when uo=0.075 m/s �water as coolant� and it results in
e �=50 when uo=0.04 m/s �oil as coolant�. It should be noted

hat a 100% increase in the heated plate temperature relative to the
nlet fluid temperature, �TW−T1� /T1=1.0, results in an expansion
f the thin-film height: of the orders of 1.0�H�X=1.0��2.0. The
alue of H�X=1.0�=2.0 occurs when both lateral expansions and
lastic forces in the flexible complex seal are negligible as well as
hen an ideal gas is contained in the closed cavities of these seals.

Discussion of Results
Figure 2 shows the variation of the dimensionless thin-film

eight H with dimensionless axial distance X and the thermal
xpansion parameter FT1 for category I. It is noted that the thin-
lm height increases as FT1 increases and that the maximum gra-
ient of H occurs near the thin-film inlet. This increases normal
tresses due to bending in this region. The increase in FT1 �when
e �=1.0 and S1=5.0� enhances cooling inside the thin film as
hown in Fig. 3, where the mean bulk temperature �m at the exit is

ig. 2 Variation of the dimensionless thin film height H with
he thermal expansion parameter FT1 „category I…
educed by 70% by increasing FT1 from FT1=0.0 to FT1=1.0. The

16 / Vol. 129, JULY 2007
lower plate temperature �B at the exit is reduced by 25% when FT1
is changed from FT1=0.0 to FT1=1.0. The reduction in �B is ap-
parent when FT1�1.0 for the parameters shown in Fig. 3.

The expansion in the local thin-film height and the lower plate
temperatures decrease as the Peclet number Pe or the aspect ratio
� increase as shown in Figs. 4 and 5, respectively. The decrease in
H, �m, and Pe � as Pe � increases is apparent when Pe ��10.
Figure 6 shows that the proposed cooling device can provide
maximum enhancement in the cooling effect of 45% and above
�compared to the performance ordinary flexible fluidic thin films�
as the heating load increases when Pe � is decreased below Pe �
=0.5. This indicates that thermally expandable flexible fluidic thin
films are recommended to be used in MEMS and electronic cool-
ing applications. It is worth noting that increasing the thermal
expansion parameter beyond certain values will decrease the cool-
ant velocity near the heated plate, which can result in a reduction
in the cooling enhancement �as can be seen from Fig. 6�. This fact

Fig. 3 Variation of the dimensionless mean bulk temperature
�m and dimensionless lower plate temperature �B with the ther-
mal expansion parameter FT1 „category I…

Fig. 4 Variation of the dimensionless thin film height H with
Pe � „category I…

Fig. 5 Variation of the dimensionless mean bulk temperature
�m and dimensionless lower plate temperature �B with Pe �

„category I…
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an also be seen from Fig. 7, where the average Nusselt number
ecreases to a minimum and then increases as FT1 increases. For
ull and stable utilization of thermally expandable flexible fluidic
hin films, the thermal expansion parameter is recommended to be
ower than the following critical value:

FT1 � �FT1�crit = 0.642 Pe � + 2.363 �33�

Figure 8 shows the variation of the dimensionless width D of
he thin film with dimensionless axial distance X and the thermal
xpansion parameter FT2 for category II. It is noted that the thin-
lm width increases as FT2 increases and that the maximum gra-
ient of D occurs near the thin-film inlet. This increases normal
tresses due to bending in this region. However, the increase in
T2 produces no insignificant cooling inside the thin film, as
hown in Fig. 9, when compared to that for category I �Fig. 3�.

ig. 6 Variation of the lower plate temperature at the exit
B„FT1 ,X=1… relative to that when FT1=0 with Pe � and FT1 „cat-
gory I…

ig. 7 Variation of the average Nusselt number Nuavg„FT1 ,X
1… relative to that when FT1=0 with Pe � and FT1 „category I…

ig. 8 Variation of the dimensionless thin film width D̄ with the

hermal expansion parameter FT2 „category II…
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5 Pertinent Correlations
The following correlations are for �Nu�avg and ��m�avg for thin

films supported by flexible complex seals with flexible upper
plates �category I� for the specified range of parameters, 1.0�S1
�10, 1.0�Pe ��50, and 0�FT1�1.0:

Nuavg =
0.0455�Pe ��0.6793FT1

0.8345 + 1.5285�Pe ��0.2877S1
0.3225

�0.5169S1
0.620 + 1.255 
 10−3FT1

1.8691�0.5503 ;

R2 = 0.996 �34�

��m�avg =
1.3709�Pe ��−0.7717FT1

1.6939 + 1.1520�Pe ��−0.9898S1
−0.4380

�2.1144S1
−0.3449 + 1.8401FT1

1.3294�2.4686 ;

R2 = 0.992 �35�

6 Conclusions
Heat transfer inside flexible fluidic thin films that are expand-

able due to pressure and heat was analyzed in this work. The
upper plate of the thin film was assumed to be flexible and mobile
for one of the investigated categories �category I�, whereas the
side plates were taken to be flexible and mobile for the second
category �category II�. The expansion in the thin-film heights and
widths for categories I and II, respectively, was linearly related to
the local fluid pressure and local lower plate �heated�. The gov-
erning Reynolds, momentum, and energy equations were properly
nondimensionalized and cast in proper forms. These equations
were solved numerically using an implicit method.

The following parameters, stiffness parameter, Peclet number,
thermal expansion parameter, aspect ratio, and the ratio of the
width to the thin-film length were found to be the main controlling
parameters. It was found that thin films characterized under the
first category produce significant increase in cooling capacity as
the heating load increases especially those operated with lower
Peclet numbers. The expansion in thin films characterized under
the second category was found be produce negligible effects on
the cooling capacity as the heating load increases. Finally, ther-
mally expandable flexible fluidic thin films are recommended to
be utilized in small-sized thin films as for MEMS and electronic
cooling applications.

Nomenclature
B � thin-film length �m�
D � half thin-film width �m�

Do � reference half thin-film width �m�
cp � specific heat of the fluid �J /kg K�

FT1 � thermal expansion parameter for flexible com-

Fig. 9 Variation of the dimensionless mean bulk temperature
�m and dimensionless lower plate temperature �W with the ther-
mal expansion parameter FT2 „category II…
plex seal �category I�

JULY 2007, Vol. 129 / 817



G

R

8

FT2 � thermal expansion parameter for side biomate-
rial side supports

H � dimensionless thin-film height
H1 � dimensionless inlet thin-film height

h � thin-film height �m�
ho � reference thin-film height �m�
hc � convective heat transfer coefficient �W/m2 K�
k � thermal conductivity of the fluid �W/m K�

Nu � Nusselt number
P � pressure �Pa�
Pi � inlet pressure �Pa�
Pe � exit pressure �Pa�
Pe � Peclet number
P � fluid pressure �Pa�
q � heat flux at the lower plate �W/m2�

S1,2 � stiffness parameter for flexible complex seal or
bimaterial plate

T ,Ti � temperature in fluid and the inlet temperature
�K�

U ,u � dimensionless and dimensional axial velocities
uo � reference axial velocity �m/s�

V ,v � dimensionless and dimensional normal
velocities

W ,w � dimensionless and dimensional spanwise
velocities

X ,x � dimensionless and dimensional axial
coordinates

Y ,y � dimensionless and dimensional normal
coordinates

Z ,z � dimensionless and dimensional spanwise
coordinates

reek Symbols
� � aspect ratio
� � dynamic viscosity of the fluid

� ,�m � dimensionless temperature and dimensionless
mean bulk temperature

�B � dimensionless temperature at the lower plate
� � density of the fluid �kg/m3�
� � variable transformation for the dimensionless Y

coordinate
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Three-Dimensional Mixed
Convection in Plane
Symmetric-Sudden Expansion:
Bifurcated Flow Regime
Simulations of three-dimensional laminar mixed convection in a vertical duct with plane
symmetric sudden expansion are presented to illustrate the effects of the buoyancy-
assisting force and the duct’s aspect ratio on flow bifurcation and heat transfer. The
stable laminar bifurcated flow regime that develops in this geometry at low buoyancy
levels leads to nonsymmetric temperature and heat transfer distributions in the transverse
direction, but symmetric distributions with respect to the center width of the duct in the
spanwise direction. As the buoyancy force increases, due to increases in wall heat flux,
flow bifurcation diminishes and both the flow and the thermal fields become symmetric at
a critical wall heat flux. The size of the primary recirculation flow region adjacent to the
sudden expansion increases on one of the stepped walls and decreases on the other
stepped wall as the wall heat flux increases. The maximum Nusselt number that develops
on one of the stepped walls in the bifurcated flow regime is significantly larger than the
one that develops on the other stepped wall. The critical wall heat flux increases as the
duct’s aspect ratio increases for fixed Reynolds number. The maximum Nusselt number
that develops in the bifurcated flow regime increases as the duct’s aspect ratio increases
for fixed wall heat flux and Reynolds number. �DOI: 10.1115/1.2712850�
ntroduction
Flow separation and reattachment due to sudden changes in

eometry occur in many engineering applications where heating
r cooling is required. These applications appear in electronic
ooling equipment, cooling of turbine blades, combustion cham-
ers, and many other heat exchanging devices. The flow and the
eat transfer in most of these applications exhibit three-
imensional �3D� flow behavior, but most of the published heat
ransfer results deal only with the two-dimensional �2D� flow.
xperimental �1–4� and numerical �3–6� studies have shown that

aminar isothermal flow in plane symmetric sudden expansion ex-
ibits symmetric steady laminar flow behavior for Reynolds num-
er lower than the critical value, and asymmetric steady laminar
ifurcated flow behavior for Reynolds number higher than the
ritical value. As the Reynolds number continues to increase, the
table laminar bifurcated flow regime transforms into unsteady
ifurcated flow regime and moves toward turbulent transition at
igher Reynolds number. Tsui and Shu �7� and Alimi et al. �8�
eported results from simulating laminar mixed convection in a
D plane symmetric sudden expansion. Three-dimensional simu-
ations of laminar mixed convection adjacent to backward-facing
tep are presented by Li and Armaly �9�, in which the governing
quations are cited. Nie and Armaly �10� simulated three-
imensional forced convection in plane symmetric sudden expan-
ion in symmetric flow regime. They reported the presence of
wirling jetlike flow near the side wall in the separating shear
ayer and its influence on the Nusselt number distribution and
riction coefficient on the stepped walls. Bifurcated forced con-
ection results in 3D plane symmetric sudden expansion were
ublished by Thiruvengadam et al. �11�, and to the authors’
nowledge none have been published on the effects of buoyancy
orce on bifurcated 3D flow and heat transfer in this geometry.

Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received January 27, 2006; final manuscript re-

eived July 25, 2006. Review conducted by Louis C. Burmeister.

ournal of Heat Transfer Copyright © 20
This fact, along with the realization that such geometry appears
regularly in many industrial heat transfer devices, motivated the
present study.

Problem Statement and Solution Procedure
The problem that is treated in this study is an extension to the

one reported by Thiruvengadam et al. �11� on bifurcated forced
convection in similar geometry. Their study illustrated the devel-
opment of several jetlike flows that develop at the corners of the
sudden expansion near the side walls, which impinges on the
stepped wall to form several recirculation flow regions. The jetlike
flow impingement location is a critical point on the stepped walls
from which streamlines originate and where the streamwise and
the spanwise components of the wall shear stress �i.e., ���u /�y�
and ���w /�y�� are zero. The jetlike flow impingement on the
stepped walls is responsible for the peak that develops in the
Nusselt number distribution in that area near the side wall. They
illustrated the development of several focal and saddle points in
the flow region downstream from the sudden expansion. They
presented the effects of the Reynolds number on the xu-line
�where �u /�yat wall=0� distributions and pointed out that the re-
gion that is bounded by the xu line represents approximately the
size of the primary recirculation flow region that develops adja-
cent to the two stepped walls downstream from the sudden expan-
sion. In the present study, the effects of buoyancy assisting force
and the duct’s aspect ratio on the flow and heat transfer are exam-
ined, and a schematic of the computational domain is presented in
Fig. 1. The duct’s heights �H� and �h� downstream and upstream
of the sudden expansion, respectively, are fixed at 0.04 m and
0.02 m, resulting in an expansion ratio �ER=H /h� of 2. The step
height S is fixed at 0.01 m and different duct widths W are con-
sidered to examine the effects of duct’s aspect ratio �upstream
aspect ratio �AR=W /h�� on the results. The origin of the coordi-
nate system is located at the bottom corner of the sudden expan-
sion as shown in Fig. 1. The directions of the streamwise �x�,

transverse �y�, and spanwise �z� coordinates are also shown in Fig.

JULY 2007, Vol. 129 / 81907 by ASME



1
a
−
i
e
�
c
b
e
c
v
p
l
m
m
s
fl
r
t
u
l
t
d

f
1
c
0

8

. The length of the computational domain is 1 m downstream
nd 0.02 m upstream of the sudden expansion, respectively, i.e.,
2�x /S�100. This choice is made to insure that the flow at the

nlet section of the duct �x /S=−2� is not affected by the sudden
xpansion in geometry, and the flow at the exit section of the duct
x /S=100� can be treated as fully developed. The use of a longer
omputational domain did not change the flow or the thermal
ehavior in the important region downstream from the sudden
xpansion �x /S�50�. The governing equations for laminar, in-
ompressible, three-dimensional, buoyancy-assisting mixed con-
ection �with gravity g in the streamwise direction� with constant
roperties under both steady and unsteady conditions are formu-
ated for continuity, momentum, and energy conservation. Ther-

al buoyancy effects are modeled using the Boussinesq approxi-
ation. The full elliptic 3D coupled governing equations are

olved numerically using a finite volume method to simulate the
ow and the temperature fields in this computation domain. The
esults from the solution of the steady form of the governing equa-
ions compared very well to the results from the solution of the
nsteady form of the governing equations. Details of the formu-
ation and solution can be found in Li and Armaly �9� as applied
o the backward-facing step geometry and will not be restated here
ue to space limitations.

The physical properties are treated as constants and evaluated
or air at the inlet temperature of T0=20°C �i.e., density ��� is
.205 kg/m3, specific heat �Cp� is 1005 J /Kg °C, dynamic vis-
osity ��� is 1.81�10−5 kg/m s, thermal conductivity �k� is
.0259 W/m °C, and volumetric coefficient of thermal expansion

Fig. 1 Schematic of the computational domain

Table 1 Velocities and temperatures at x /S=
tional grids „Re=800 and AR=8 for qw=3 W/m

Grid

x�y�z
Grid size

�downstream�
u

�m/s�
v

�m/

1 100�32�20 0.0376303 −0.002
2 150�40�30 0.0328437 −0.001
3 180�52�40 0.0334497 −0.002
4 220�64�50 0.0319877 −0.001
5 240�72�60 0.0320299 −0.001
20 / Vol. 129, JULY 2007
��� is 0.00341 1/K�. Inlet flow �at x /S=−2, 1�y /S�3, for all z�
is considered to be isothermal �T0=20°C�, hydrodynamically
steady and fully developed with a distribution for the streamwise
velocity component �u� equal to the one described by Shah and
London �12�. The other velocity components �transverse �v� and
spanwise �w�� are set to be equal to zero at that inlet section. The
no-slip boundary condition �zero velocities� is applied to all
of the wall surfaces. Uniform wall heat flux �qw

=−k�T /�y�y=0 and y=0.04� is specified, and it is the same for the two
stepped walls �at y /S=0 and 4, 0�x /S�100, for all z�, while the
other walls are treated as adiabatic surfaces. The magnitude of the
uniform wall heat flux is varied while keeping the Reynolds num-
ber �Re=2�u0h /�, where u0 is the average inlet velocity� fixed at
800 to investigate the effects of the buoyancy assisting force on
the flow and heat transfer. Similarly, the magnitude of the wall
heat flux is fixed at 3 W/m2, and the Reynolds number is fixed at
800 while the aspect ratio is varied to investigate its effect on the
flow and heat transfer. Because of the symmetry in the spanwise
direction in this geometry, the width of the computation domain is
chosen as half of the actual width of the duct, L=W /2, and sym-
metry boundary conditions are applied at the center plane of the
duct, i.e., at z=L, w=0, and the gradient of all the other quantities
with respect to z are set equal to zero. Fully developed flow and
thermal conditions are imposed at the exit section �at x /S=100,
for all y and z� of the calculation domain.

Numerical solution of the governing equations and boundary
conditions are performed by utilizing the commercial computa-
tional fluid dynamics �CFD� code FLUENT 6.2. The mesh is gen-
erated using FLUENT’s preprocessor GAMBIT. Hexahedron volume
elements are used in the simulation. At the end of each iteration,
the residuals for each of the conserved variables is computed and
stored, thus recording the convergence history. The convergence
criterion required that the scaled residuals be smaller than 10−10

for the mass and the momentum equations and smaller than 10−11

for the energy equation. Calculations are performed on DELL
workstation, and the CPU time for converged solution for Re
=800 is �24 h. Significantly longer time is needed for cases
where the wall heat flux is very close to the critical value and
where the stable bifurcated flow regime changes to a stable sym-
metric flow regime. The SIMPLEC algorithm is used for the pres-
sure velocity coupling, and the momentum and energy equations
are discretized with the second-order upwind scheme in order to
improve the accuracy of the simulations. Detailed description of
the CFD code and the solution procedure may be found in the
FLUENT manual.

The computational grid distribution is selected to ensure high
density near the bounding walls and in the regions of the sudden
expansion where high gradients exist, in order to ensure the accu-
racy of the simulation. Grid independence tests were performed
using different grid densities for Re=800 for all aspect ratios. The
velocities in x, y, and z directions, and temperature at the location
x /S=5, y /S=0.5, and z /L=0.25, and the reattachment length at
z /L=1 and y /S=0.01 in the computational domain are presented
in Table 1 for different grid densities for the aspect ratio AR=8.

/S=0.5, and z /L=0.25 for different computa-

w
�m/s�

T
�K�

xu /S at z /L=1
and y /S=0.01

27 0.0226579 293.226 9.62730
04 0.0232115 293.219 9.50386
63 0.0236612 293.219 9.50456
51 0.0239029 293.219 9.51968
7 0.0241013 293.218 9.51878
5, y
2
…

s�

482
941
010
768
830
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omparison of these results from grids 4 and 5 show a difference
f �1%. For that reason, grid 4 �220�64�50� is used down-
tream of the sudden expansion �0�x /S�100� and a grid of 20

32�50 is used upstream of the sudden expansion �−2�x /S
0� for half of the duct’s width �0�z /L�1�. This grid size is

sed for duct’s aspect ratio smaller or equal to 8 �AR�8�. Simi-
arly, grid independent studies for AR=16 show that a grid of
20�64�60 provides grid-independent results for that aspect ra-
io, and this grid size is used downstream of sudden expansion for
�AR�16. The very favorable comparison that is shown in Fig.
between measured results by Fearn et al. �4� and the simulated

esults validate the simulation code. Additional results on code
alidation could be found in Thiruvengadam et al. �11�.

esults and Discussion

Effects of Buoyancy. The results presented in this study focus
n the laminar steady bifurcated flow regime that develops in this
eometry. Because of space limitations and the fact that the results
xhibit similar behavior for different Reynolds numbers, all of the
resented results are for Re=800. The uniform wall heat flux on
he two stepped walls is varied to examine the influence of the
uoyancy-assisting force, and the duct’s aspect ratio is varied to
xamine its effect on the results. The effects of the buoyancy-
ssisting force is examined by fixing the Reynolds number at 800

ig. 2 Comparison to measured results of Fearn et al. †4‡
solid lines represent simulated values…
Fig. 3 Streamlines in the bifurcated and

ournal of Heat Transfer
and the duct’s aspect ratio at 4 �AR=4� while varying the wall
heat flux �qw� from 0−5 W/m2, thus covering the bifurcated and
the nonbifurcated flow regimes for this aspect ratio and Reynolds
number. The general flow features in the bifurcated mixed con-
vection flow regime are similar to the ones presented by Thiru-
vengadam et al. �11� for bifurcated forced convection flow regime.
The general flow features are presented in Fig. 3�a� for qw
=1 W/m2 and in Fig. 3�b� for qw=5 W/m2. For this aspect ratio
and Reynolds number, the bifurcated flow regime exists only for
qw�3.52 W/m2. When the wall heat flux exceeds that critical
value, the flow bifurcation disappears and a symmetric non-
bifurcated flow develops as illustrated in Fig. 3�b�. Increasing the
buoyancy force by increasing the wall heat flux increases the
streamwise velocity component adjacent to the two stepped walls
and that reduces the length of the primary recirculation flow re-
gion. Changes in the length of the recirculation flow region influ-
ence the pressure distribution in that streamwise location. The
resulting change in the pressure distribution causes the length of
the recirculation region to decrease on one stepped wall and in-
crease on the other stepped wall with increasing buoyancy force
until symmetric flow is reached. The buoyancy-assisting force in
the neighborhood of the bifurcation flow region �at x /S=6� at the
critical wall heat flux as defined by Grx /Re2 �where Grx is the
local Grashof number��2g�qwx4 /�2k� is equal to 0.41.

The effects of the wall heat flux on the distributions of the xu
lines �where �u /�yat wall=0� are presented in Fig. 4. The region
that is bounded by this line represents approximately the size of
the primary recirculation flow region that develops adjacent to the
two stepped walls downstream from the sudden expansion. The
size of that region at the duct’s center decreases on one of the
stepped walls and increases on the other stepped wall as the wall
heat flux increases until the bifurcated flow regime is transformed
into a symmetric flow regime when qw�3.52 W/m2. Near the
side wall, however, the size of that region decreases on both of the
stepped walls as the wall heat flux increases. The jetlike flow that
develops near the side wall impinges on the stepped walls, and its
impingement locations are identified in Fig. 4. The jetlike flow
impingement location is a critical point on the stepped walls from
which streamlines originate and where the streamwise and the
spanwise components of the wall shear stress �i.e., ���u /�y� and
���w /�y�� are zero. The jetlike flow impingement on the stepped
walls is responsible for the peak that develops in the Nusselt num-
ber distribution in that area near the side wall. Two jetlike flow
nonbifurcated flow regimes „AR=4…

JULY 2007, Vol. 129 / 821
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mpingement locations develop on one of the stepped walls �at
/S=0� when qw�2 W/m2, but only one impingement location
evelops when qw	2 W/m2 as shown in Fig. 4. The first jetlike
ow impingement location is close to the sudden expansion and

he second location develops farther downstream. The first jetlike
ow impingement location on the two stepped walls moves away
rom the side wall, while the second impingement location that
evelops on one of the stepped walls at y /S=0 moves toward the
ide wall when the wall heat flux increases.

The effects of the wall heat flux on the streamwise distributions
f the Nusselt number �Nu=qwS /k�Tw−T0�, where Tw is the local
all temperature� on the two stepped walls are presented at the

enter of the duct �at z /L=1� and near the side wall �at z /L=0.1�
n Fig. 5. The Nusselt number increases rapidly after the sudden
xpansion, reaches a peak value and then decreases asymptoti-
ally to its fully developed value as x /S continues to increase. The
eak in that distribution is higher near the side wall and on the
tepped wall with the smaller primary recirculation flow region
i.e., at y /S=0�. On this stepped wall, the peak in the Nusselt

ig. 4 Effects of wall heat flux on the xu lines „� locations of
he jetlike flow impingement…

ig. 5 Effects of wall heat flux on the streamwise distributions

f the Nusselt number

22 / Vol. 129, JULY 2007
number distribution increases as the wall heat flux decreases in the
bifurcated flow regime, and it is higher than the one that develops
in the symmetric nonbifurcated flow regime �i.e., at qw
=4 W/m2�. The peak in the Nusselt number is due to the jetlike
flow impingement in that region �higher transverse velocity im-
pinges on the stepped wall in that region� causing the wall tem-
perature to decrease. This decrease in wall temperature causes the
Nusselt number to increase locally in that region �the Nusselt
number is inversely proportional to the wall temperature�. The
transverse velocity component that impinges on the stepped wall
with smaller recirculation flow region �y /S=0� is one magnitude
higher than the one that impinges on the other stepped wall
�y /S=4� with the larger recirculation flow region, and that is why
a lower Nusselt number develops on that stepped wall �y /S=4� in
the bifurcated flow regime. Smaller recirculation flow region pro-
duces higher jet impingement velocity and that results in a higher
Nusselt number. The Nusselt number that develops on that
stepped wall �y /S=0� in the bifurcated flow regime is higher than
the one that develops in the symmetric nonbifurcated flow regime.
The differences in the Nusselt number for the two stepped walls
disappear when bifurcation ceases to exist and symmetric flow
develops for higher wall heat flux. In the symmetric nonbifurcated
mixed convection flow regime, the maximum Nusselt number in-
creases as the wall heat flux increases.

The effects of the wall heat flux on the spanwise distributions of
the local Nusselt number on the two stepped walls are presented at
three streamwise locations of x /S=2, 6, and 25 in Fig. 6. These

Fig. 6 Effects of wall heat flux on the spanwise distributions
of the Nusselt number
streamwise locations are selected to represent one location inside

Transactions of the ASME
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he primary recirculation flow region, a second location in the
egion of flow reattachment on one of the stepped walls �y /S
0�, and a third location in the region of flow reattachment on the
ther stepped wall �at y /S=4�. Inside the recirculation flow region
nd upstream of the jetlike flow impingement region, i.e., at x /S
2, a maximum in the spanwise Nusselt number distribution de-
elops near the side wall and decreases gradually to its value at
he center of the duct. On the other hand, a peak in the spanwise
usselt number distribution develops near the side wall in the

etlike flow impingement region, i.e., at x /S=6 for y /S=0 and
/S=25 for y /S=4, and that peak moves toward the center of the
uct as the streamwise location increases beyond the jetlike flow
mpingement region, i.e., at x /S=25 for y /S=0. The influence of
he buoyancy force, or wall heat flux, on the magnitude of the
usselt number is the same as discussed previously for Fig. 5,
hich is decreasing as the wall heat flux increasing for the wall at
/S=0 and the reverse is true for the wall at y /S=4.
The effects of the wall heat flux on the streamwise distributions

f the friction coefficient �Cf =2
w /�u0
2, where 
w is the local wall

hear stress =����u /�y�2+ ��w /�y�2� on the two stepped walls are
resented at the center of the duct �at z /L=1� and near the side
all �at z /L=0.1� in Fig. 7. The friction coefficient increases rap-

dly after the sudden expansion, and a local maximum develops
nside the primary recirculation flow region. Its magnitude de-
reases rapidly after that peak as x /S continues to increase until it
eaches its minimum value at the xu-line �the approximate edge of
he recirculation flow region�. The gradient of the streamwise ve-
ocity component ��u /�y�y=0 and y=0.04=0� is zero on this line,
ausing the friction coefficient to reach its minimum value in that
egion. The distribution of the friction coefficient at a given loca-
ion is dependent on its closeness to the xu line. Its magnitude then
ncreases rapidly as x /S continues to increase and develops a

aximum at the center of the duct in the fully developed flow
egion. In that region �at large x /S�, its magnitude increases as the
all heat flux increases, and the maximum that develops adjacent

o the side wall is smaller than the maximum that develops at the
enter of the duct. The increase in friction coefficient in the fully
eveloped region with increasing wall heat flux is due to the in-
reased streamwise velocity and its gradient at higher buoyancy
orce. Inside the primary recirculation flow region at the center of
he duct, the maximum friction coefficient decreases as the wall

Fig. 7 Effects of wall heat flux on t
tion coefficient
eat flux increases. This is expected because increased buoyancy

ournal of Heat Transfer
force reduces the reversed streamwise velocity component in the
recirculation region. The presence of the second recirculation flow
region on the stepped wall �y /S=0� near the sidewall for lower
values of wall heat flux significantly influences the distribution of
the friction coefficient, as can be seen in Fig. 7, but does not
influence the Nusselt number distribution. Velocity and tempera-
ture distributions in the bifurcated flow regime are generally simi-
lar to the ones presented by Thiruvengadam et al. �11�, and they
illustrate the bifurcated nature on the velocity and thermal fields.
They are not presented here due to space limitations.

Effects of Duct’s Aspect Ratio. Flow bifurcation that develops
for a given Reynolds number in this geometry ceases to exist
when the wall heat flux exceeds a critical value. The critical wall
heat flux for each aspect ratio is determined by using the bifurca-
tion diagram that was described by Drikakis �5�. A sample of a
bifurcation diagram is shown in Fig. 8 for the case of AR=8. The
difference in the reattachment length on the two stepped walls
��xu� is plotted against the wall heat flux. It can be seen that the
critical wall heat flux for this aspect ratio is 5.61 W/m2. Similar
diagrams can be plotted for other aspect ratios and the results
show that this critical wall heat flux increases with increasing
aspect ratio reaching its maximum when AR=� �i.e., 2D flow� as
tabulated in Table 2 for this geometry at Reynolds number of 800.

The effects of the aspect ratio are examined by fixing the Rey-

streamwise distributions of the fric-
he
Fig. 8 Bifurcation diagram for AR=8

JULY 2007, Vol. 129 / 823
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olds number at 800 and the wall heat flux at 3 W/m2 while
arying only its magnitude between 4 and �. Its effects on the xu
ines are presented in Fig. 9, in which the jetlike flow impinge-

ent locations on the two stepped walls are also identified. The
evel of bifurcation increases as the aspect ratio increases for a
xed wall heat flux. It should be noted that the level of bifurcation

s relatively smaller for the case of AR=4 at the selected wall heat
ux of qw=3 W/m2 because this heat flux is relatively close to

he critical wall heat flux for this aspect ratio, which is
.52 W/m2. The primary jetlike flow impingement locations
ove toward the center of the duct as the aspect ratio decreases or
ith decreasing level of bifurcation. These jetlike flow impinge-
ents influence significantly the magnitude and the distribution of

he Nusselt number. The secondary jetlike flow impingement lo-
ations that appear on one of the stepped walls �at y /S=0� down-
tream from the primary ones �for some of the aspect ratios� are
elatively weak and do not have significant influence on the Nus-
elt number. They appear to move closer to the side wall as the
spect ratio decreases and disappear as the bifurcation level
ecreases.

The effects of the aspect ratio on the streamwise distributions of
he local Nusselt number on the two stepped walls are presented at
he center of the duct �at z /L=1� and near the side wall �at z /L
0.1� in Fig. 10. The general streamwise behavior is similar to the
ne presented in Fig. 5. The peak value of the Nusselt number that
evelops near the side wall increases with increasing aspect ratio.
his is due to the increased level of bifurcation for higher aspect

Table 2 Critical wall heat flux „Re=800…

uct’s aspect ratio 4 6 8 12 16 2-D

ritical wall heat flux �W/m2� 3.52 4.83 5.61 6.14 6.18 6.21

Fig. 10 Effects of duct’s aspect ratio

Nusselt number

24 / Vol. 129, JULY 2007
ratio. Significant three-dimensional effects �influence of the side
walls� continue to exist for the largest duct’s aspect ratio of 16, as
can be seen when comparing its results to those for the two-
dimensional flow. The Nusselt number increases as the duct’s as-
pect ratio decreases at the center of the duct �at z /L=1�, but a
reverse trend develops in the region near the side wall �at z /L
=0.1� in the fully developed flow region. The magnitude of the
Nusselt number on one of the stepped walls �at y /S=0� is signifi-
cantly greater than what develops on the other stepped wall �at
y /S=4� for all duct’s aspect ratios due to the higher jetlike flow
impingement velocity when the recirculation flow region is

Fig. 9 Effects of duct’s aspect ratio on xu lines „� locations of
the jetlike flow impingement…

the streamwise distributions of the
on
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maller �as discussed previously�. The magnitudes of the maxi-
um Nusselt number and the locations where it occurs are listed

n Tables 3 and 4 for Reynolds number of 800 and wall heat flux
f 3 W/m2 for different duct’s aspect ratios.

The effects of the duct’s aspect ratio on the spanwise distribu-
ions of the local Nusselt number on the two stepped walls are
resented at three streamwise locations of x /S=2, 6, and 25 in
ig. 11. These streamwise locations are selected at the same loca-

ions as in Fig. 6. The spanwise distributions of Nusselt number
evelop a peak near the side wall in the jetlike flow impingement
egion, i.e., x /S=6 for y /S=0 and x /S � 25 for y /S=4, but that
eak decreases as the aspect ratio decreases due to decreasing
evel of the bifurcation. At the center of the duct in these regions,
he Nusselt number increases as the aspect ratio increases with
oted exception for aspect ratios between 4 and 6 at y /S=4 and
/S=25. The level of bifurcations for this range of aspect ratios is

ow due to the proximity of the wall heat flux to the critical value,
nd that is the reason for such a deviation. Upstream of the jetlike
ow impingement region �inside the primary recirculation flow
egion, i.e., x /S=2 for y /S=0 and x /S � 2 and 6 for y /S=4� and
t the center of the duct, the Nusselt number increases with aspect
atio on one of the stepped walls �y /S=0�, but the reverse trend
evelops on the other stepped wall �y /S=4�. The changing trends
n the size of the recirculation flow regions with aspect ratio are
esponsible for that behavior. Downstream from the jetlike flow
mpingement region for y /S=0, i.e., x /S=25 at the center of the
uct, the Nusselt number decreases with increasing aspect ratio.

The effects of the duct’s aspect ratio on the streamwise distri-
utions of the friction coefficient on the two stepped walls are
resented at the center of the duct �at z /L=1� and near the side
all �at z /L=0.1� in Fig. 12. The streamwise behavior is similar

o the one presented in Fig. 7. In the fully developed flow region
ts magnitude increases as the aspect ratio increases near the side
all �at z /L=0.1�, but at the center of the duct �at z /L=1� that

rend is reversed. The level of bifurcation and the location where
he jetlike flow impinges on the stepped walls influence signifi-
antly the magnitude and the distributions of the friction coeffi-
ient.

onclusions
The effects of buoyancy assisting force and duct’s aspect ratio

n flow bifurcation and on heat transfer for three-dimensional
aminar mixed convection in a vertical plane symmetric sudden
xpansion is simulated, and results are presented for a duct with
xpansion ratio of two at a Reynolds number of 800. Flow bifur-
ation that develops for a given Reynolds number in this geometry

Table 3 Locations of Numax on y /S=0 for qw=3 W/m2

/S y /S z /L Numax AR

.17 0 0.205 1.4 4

.38 0 0.185 2.16 6

.77 0 0.149 2.47 8

.03 0 0.117 2.76 12

.47 0 0.092 2.82 16
0.42 0 – 1.54 2D

Table 4 Locations of Numax on y /S=4 for qw=3 W/m2

/S y /S z /L Numax AR

5.16 4 0.186 0.830 4
3.56 4 0.116 0.822 6
5.27 4 0.085 0.888 8
4.12 4 0.0613 0.938 12
4.69 4 0.0512 0.973 16
9.02 4 – 0.927 2D
ournal of Heat Transfer
decreases as the wall heat flux �buoyancy force� increases, and
bifurcation ceases to exist when the wall heat flux exceeds a criti-
cal value. This critical wall heat flux increases with increasing
duct’s aspect ratio, reaching its maximum value of 6.21 W/m2 for
the two-dimensional flow �AR= � � in the geometry that is con-
sidered in this study. In the bifurcated flow regime, the flow and
the thermal fields are not symmetric in the transverse direction but
are symmetric relative to the center of the duct in the spanwise
direction. The maximum Nusselt number, that increases as the
duct’s aspect ratio increases, decreases as the wall heat flux in-
creases. For a given aspect ratio at the center of the duct, the
Nusselt number increases on one of the stepped walls �the wall
with larger primary recirculation flow region� and decreases on
the other stepped wall as the wall heat flux increases. For a given
wall heat flux at the center of the duct and inside the recirculation
flow region, the Nusselt number decreases on one of the stepped
walls �the wall with larger primary recirculation flow region� and
increases on the other stepped wall as the aspect ratio increases.
The presented results illustrate the effects of buoyancy assisting
force and duct’s aspect ratio on the distributions of the Nusselt
number and the friction coefficient on the two stepped walls in the
bifurcated flow regime.
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Fig. 11 Effects of duct’s aspect ratio on the spanwise distribu-
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omenclature
AR � upstream aspect ratio�W /h
Cf � skin friction coefficient�2
w /�u0

2

Cp � specific heat
ER � expansion ratio�H/h

H � duct height downstream from the step
h � duct height upstream from the step
k � thermal conductivity
L � half width of the duct

Nu � Nusselt number�qwS /k�Tw−T0�
qw � wall heat flux =−k�T /�y�y=0 and y=0.04

Grx � local Grashof number��2g�qwx4 /�2k
Re � Reynolds number�2�u0h /�

S � step height
Tw � local wall temperature
T0 � inlet fluid temperature
u � velocity component in the x-coordinate

direction
u0 � average inlet velocity
v � velocity component in the y-coordinate

direction
W � width of the duct
w � velocity component in the z-coordinate

direction
x � streamwise coordinate
y � transverse coordinate
z � spanwise coordinate

xu � locations where the streamwise velocity gradi-
ent is zero ��u /�yat wall=0�

�xu � difference in the reattachment length for the
two stepped walls

reek Letters

Fig. 12 Effects of duct’s aspect ratio
friction coefficient
� � volumetric coefficient of thermal expansion

26 / Vol. 129, JULY 2007
� � dynamic viscosity
� � density


w � wall shear stress =����u /�y�2+ ��w /�y�2 on
the stepped walls
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Compounded Heat Transfer
Enhancement in Enclosure
Natural Convection by Changing
the Cold Wall Shape and the Gas
Composition
This article addresses compound heat transfer enhancement for gaseous natural convec-
tion in closed enclosures; that is, the simultaneous use of two passive techniques to
obtain heat transfer enhancement, which is greater than that produced by only one
technique itself. The compounded heat transfer enhancement comes from two sources: (1)
reshaping the bounded space and (2) the adequacy of the gas. The sizing of enclosures is
of great interest in the miniaturization of electronic packaging that is severely con-
strained by space and/or weight. The gases consist in a subset of binary gas mixtures
formed with helium (He) as the primary gas. The secondary gases are nitrogen �N2�,
oxygen �O2�, carbon dioxide �CO2�, methane �CH4�, and xenon (Xe). The steady-state
flow is governed by a system of 2-D coupled mass, momentum, and energy conservation
equations, in conjunction with the ideal gas equation of state. The set of partial differ-
ential equations is solved using the finite volume method, for a square and a right-angled
isosceles triangular enclosure, accounting for the second-order accurate QUICK and
SIMPLE schemes. The grid layouts rendered reliable velocities and temperatures for air
and the five gas mixtures at high Ra=106, producing errors within 1% were 18,500 and
47,300 elements for the square and triangle enclosures, respectively. In terms of heat
transfer enhancement, helium is better than air for the square and the isosceles triangle.
It was found that the maximum heat transfer conditions are obtained filling the isosceles
triangular enclosure with a He–Xe gas mixture. This gives a good trade-off between
maximizing the heat transfer rate while reducing the enclosure space in half; the maxi-
mum enhancement of triangle/square went up from 19% when filled with air into 46%
when filled with He–Xe gas mixture at high Ra=106. �DOI: 10.1115/1.2712857�

Keywords: square and triangular enclosures, finite volume method, gas mixture, optimal
gas composition, compounded heat transfer enhancement
Introduction
From fluid physics, when a gas or a single-phase liquid is

laced inside a stationary closed space, circulatory convective
ow is sustained when a temperature difference is applied at two
r more active walls. The state-of-the art chapters written by Yang
1�, Raithby and Hollands �2�, and Jaluria �3� disclosed an impor-
ant subclass of enclosure problems in several branches of engi-
eering, geophysics, environmental sciences, etc.

The literature is rich on natural convection in square and rect-
ngular enclosures as evidenced by the articles cited in �1–3�.
owever, the literature is scarce in the area of natural convection

n right-angled isosceles triangular enclosures and two articles by
licer-Cortés et al. �4,5� have been identified on this topic. As
xpected, a prominent application of this kind of enclosure arises
n the miniaturization of electronic packaging, subject to strict
pace and/or weight constraints �Simons et al. �6�, Bar-Cohen
t al. �7��.

In general the heat transfer enhancement by natural convection
s a difficult task because of the low fluid velocities that can be
mparted by the gravitational flow. Owing to this adverse effect, it

1Corresponding author.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received May 2, 2006; final manuscript received

uly 12, 2006. Review conducted by Gautam Biswas.

ournal of Heat Transfer Copyright © 20
is of fundamental and practical interest to explore passive meth-
ods that invigorate the natural convection flows in square enclo-
sures to be installed in engineering devices. With the exception of
the works by Misumi and Kitamura �8�, Bhavnani and Bergles �9�,
and Hitt and Campo �10� that basically dealt with roughening and
finning the wall surface, potential avenues for augmenting natural
convection are limited. Another viable option for heat transfer
enhancement that is gaining popularity lately regards the shape
optimization of enclosures �Campo and Landon �11�, Ridouane
and Campo �12��. In these two papers, the idea is to reshape the
wall�s� in order to streamline the buoyant gas flows.

Among the nine passive techniques described by Bergles �13�
in his classification, one is called additive of gases. The examples
of additive of gases that he cites include liquid droplets or solid
particles, in either dilute phase or dense phase, which are intro-
duced in convective gases.

Any two passive and/or active techniques may be employed
simultaneously to obtain heat transfer enhancement that is greater
than that produced by only one technique itself. This concurrent
utilization is termed compound enhancement in Manglik �14�.
This is precisely the topic of this article, in which the compounded
heat transfer enhancement comes from two sources: �1� reshaping
the bounded space and �2� addition of gases. With respect to the
latter, the gases consist in a subset of gas mixtures formed with

helium �He� as the primary gas. The secondary gases are nitrogen

JULY 2007, Vol. 129 / 82707 by ASME
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N2�, oxygen �O2�, carbon dioxide �CO2�, methane �CH4�, and
enon �Xe�. From fluid physics, it is known that four thermo-
hysical properties influence convection heat transfer: density �,
iscosity �, thermal conductivity �, and heat capacity at constant
ressure Cp. For single gases, these thermo-physical properties
epend on the operating temperature and pressure. In the case of
as mixtures, in addition to temperature and pressure, the thermo-
hysical properties are affected by the molar gas composition.

Numerical predictions of the velocity and temperature fields
nduced by buoyant air and buoyant gas mixtures in square and
ight-angled isosceles triangular enclosures �half of the square�
nder the influence of different Rayleigh numbers are carried out
n this paper. A finite volume based computer code was employed
o perform the numerical computations.

The body of the paper is divided into four sections. The first
ection describes the physical systems and the mathematical for-
ulation. The computational procedure with the finite volume
ethod and its validation are explained in the second section. The

hird section contains the estimation of the thermo-physical prop-
rties of the gas mixtures. The numerical velocity and temperature
elds as well as the total heat transfer rates through the hot verti-
al wall common to both enclosures, are presented in the fourth
ection.

Mathematical Model
A schematic diagram of the geometry under study appears in

ig. 1. It consists of a square enclosure heated at the left vertical
all and cooled at the right vertical wall, while the connecting
orizontal walls are insulated �Fig. 1�a��. When the basic enclo-
ure is cut diagonally in half, it results in an isosceles triangular
nclosure as shown in Fig. 1�b�. In the latter figure, the isosceles
riangular enclosure is heated from the left vertical wall, the in-
lined wall is cooled and the top wall is insulated. First, the heat
ransfer is quantified for the two enclosures filled with air. Second,
he same two enclosures are filled with five gas mixtures. The
emperature levels within the two enclosures are assumed to be
mall-to-moderate, as to consider the effects of surface radiation
pon heat transfer negligible �Siegel and Howell �15��. In addi-
ion, Soret diffusion effects due to solutal buoyancy are not taken
nto account �Weaver and Viskanta �16��. For the sake of general-
ty, the air and the gas mixtures are assumed to be compressible
uids. Accordingly, the mathematical formulation when written in
artesian tensor notation �j=1,2� is synthesized by

Mass:
���uj�

�xj
= 0 �1�

Momentum: �uj
�ui

�xj
=

��ij

�xj
+ Xi �2�

Fig. 1 Sketch of the square and triangular enclosures
here the fluid stress tensor �ij is

28 / Vol. 129, JULY 2007
� ji = �� �ui

�xj
+

�uj

�xi
� −

2

3
�

�uk

�xk
�ij �3�

and Xi stands for the body force, which equates to X1=0 in the
horizontal direction and X2=g��−�0� in the vertical direction.

Energy: Cpuj
�T

�xj
= �

�2T

�xj
2 �4�

Ideal gas equation of state: p = �RT �5�

The reference density �0 in X2 is evaluated at a reference tem-
perature Tref. Given the specified geometry and temperature dif-
ferential TH−TC, along with the thermo-physical properties of the
gas mixture, the Rayleigh number for the different gases is ad-
justed by tuning the gravitational constant g.

The velocity boundary conditions are based on the two standard
assumptions: first, the walls are rigid and impermeable and sec-
ond, the fluid does not slip at the solid walls; this translates into
u=v=0. The temperature boundary conditions pertain to a hot
temperature TH applied at the left vertical wall and a cold tem-
perature TC at the right wall in the square or inclined wall in the
triangle, whereas the horizontal wall�s� are thermally insulated.

3 Solution Method
A non-uniform mesh is laid out with elements packed close to

the solid boundaries to resolve the near-wall viscous effects. Ow-
ing to the simplicity of the physical domains, the computational
mesh has been constructed completely with quadrilateral ele-
ments. The velocity and temperature results were tested for grid
independence using grid sizes varying from 10,000 to 30,000 el-
ements for the square enclosure and from 30,000 to 60,000 ele-
ments for the isosceles triangular enclosure. For the two enclo-
sures, the grid layouts that provided a good compromise between
the computational efforts and the accuracy in the velocity and
temperature fields for air and all the gas mixtures at high Ra
=106 is within 1%. This results in modest mesh sizes of 18,500
and 47,300 elements for the square and triangle enclosures,
respectively.

The steady-state flow is governed by a system of 2-D coupled
mass, momentum, and energy conservation equations �1�–�4�, in
conjunction with the ideal gas equation of state. We assumed the
air and the gas mixture behave as perfect gases. The governing
equations are solved using the finite volume method of Patankar
�17�. In all numerical cases performed, a constant temperature
differential �TH−TC�=26 K has been imposed between the hot
and cold walls. Given the small operating temperature differential
between the active walls, all thermo-physical properties of the gas
mixture �except density� are taken as constants and are evaluated
at the reference temperature Tref. An implicit segregated solver
was used and all discretization schemes employed are second-
order accuracy or higher. The QUICK scheme was implemented for
discretizing the momentum, energy, and density equations. A
second-order body-force-weighted scheme was utilized in the
pressure discretization and the SIMPLE scheme was employed in
the pressure-velocity coupling. Convergence of a simulation was
assessed through the monitoring of computed residuals of the ve-
locity, energy, and mass conservation equations and also through
the convergence of point and/or surface monitors for velocity,
temperature, and heat flux at selected locations in the domain.

Once the reliable solution have been obtained, the local heat
transfer coefficient hy was computed along the hot wall with

hy�y,w� = − ��w�� �T�0,y�
�x

� 1

TH − TC
�6�

Next, the mean convection coefficient h�w� on the hot wall is

defined as

Transactions of the ASME



w
1

a
a
c
v
w
�
1
w
m
w
m
u
c
n
u
n
p
N
G
m

4
t

w
f
c
C
p
o
N

p
v
s

F
m
fi
C

J

h�w� =
1

H	0

H

hy�y,w�dy �7�

here the numerical integration of Eq. �7� is carried out with the
/3 Simpson rule for improved accuracy.
Two validations of the numerical code have been done with air

s the working fluid. First, a reference square enclosure with hot
nd cold vertical sidewalls and two insulated horizontal walls was
hosen. At the local level, the magnitude of the dimensionless
ertical velocity Vmax=221.80 at a relatively high value Ra=106 is
ithin 2% of the benchmark results of 217.36 by De Vahl Davis

18�. Also at the global level for Ra=106, agreements to less than
% of the mean Nusselt number based on Nu=8.75 from this
ork versus 8.799 in �18�. Second, the experimental heat flow
easurements in an isosceles triangle conducted by Flack �19�
ere singled out. We chose an isosceles triangle holding an inter-
ediate apex angle of 45 deg between the horizontal base and the

pper inclined walls as representative. Figure 2 illustrates the ex-
ellent parity between the experimental and the numerical Nusselt
umbers Nu for both heating/cooling scenarios. For case 1 �hot
pper walls and cold base�, the invariance of Nu with the Grashof
umber Gr, staying around 4.63, indicates that the heat is trans-
orted by conduction. For case 2 �cold upper walls and hot base�,
u exhibited a generalized parabolic dependence with respect to
r. The maximum deviation between the numerical and experi-
ental Nusselt number is within a 3.5% band for both cases.

Accurate Evaluation of the Thermophysical Proper-
ies of a Gas Mixture

The inducement of natural convection in Newtonian fluids
hen caused by an external temperature differential depends upon

our thermo-physical properties; namely, the viscosity �, thermal
onductivity �, density �, and heat capacity at constant pressure
p. The four thermo-physical properties �, �, �, and Cp of the
articipating single gases at atmospheric conditions, temperature
f 25°C �
300 K� and pressure of 1 atm are taken from the
IST Reference Databases �20�.
In the case of a given gas mixture at a fixed temperature T and

ressure P, each thermo-physical property �m, �m, �m, and Cp,m
aries with the molar gas composition w exclusively. The sub-

ig. 2 Comparison between the numerical and experimental
ean Nusselt numbers within an isosceles triangular cavity

lled with air for Case 1 „hot upper walls and cold base… and
ase 2 „cold upper walls and hot base…
cript “m” represents a gas mixture.

ournal of Heat Transfer
The molar gas composition wq of a gas mixture is defined as the
mass fraction of the molecular gas component q �Poling et al.
�21��

wq = xq� Mq

Mm
� for q = 1,2 �8�

Based on the kinetic theory of gases �Hirschfelder et al. �22��,
the viscosity of a gas mixture �m is calculated from the matrix
formula:

�m = −
�HAA HAB xA

HBA HBB xB

xA xB 0
�

�HAA HAB

HAB HBB
� �9�

First, the elements along the main diagonal HAA and HBB are

HAA =
xA

2

�A
+

2xAxB

�AB

mAmB

�mA + mB�2� 5

3AAB
* +

mB

mA
� �10a�

Second, the elements of the main diagonal HAB and HBA are

HAB�A � B� = −
2xAxB

�AB

mAmB

�mA + mB�2� 5

3AAB
* − 1� �10b�

The interaction viscosity �AB is given by

�AB =
5

16
�� 2mAmB

mA + mB
� kT

�
�1/2 1

�AB
2 �AB

*�2,2��TAB
* �

�11�

in which the subscripts “A” and “B” identify the heavier and
lighter gas components �Bzowski et al. �23��.

For the thermal conductivity of a gas mixture �m, Schreiber
et al. �24� developed the matrix formula

�m = −
�LAA LAB xA

LAB LBB xB

xA xB 0
�

�LAA LAB

LAB LBB
�

�12�

The elements LAA, LBB, and LAB of the upper and lower matrices
are taken from the relations

LAA =
xA

2

�A
+

25xAxB

8AAB
* �AB

� R

CpA
0 �2�25

4
yB

4 +
15

2
yA

4 − 3yB
4BAB

* + 4yA
2yB

2AAB
*

+ �CpA
0

R
− 2.5�� �13a�

LBB =
xB

2

�B
+

xAxB

2AAB
* �AB

�25

4
yA

4 +
15

2
yB

4 − 3yA
4BAB

* + 4yA
2yB

2AAB
* �

�13b�

LAB = −
5xAxByA

2yB
2

4AAB
* �AB

� R

CpA
0 ��55

4
− 3BAB

* − 4AAB
* � �13c�

where �A and �B are the thermal conductivity of gases A and B,
respectively, and �AB is the interaction thermal conductivity.
Moreover, in Eqs. �13a� and �13c�, A* and B* are collision integral
ratios, and xq is the mole fraction of the species q. The symbol yq
represents the mass ratio of species q, which is obtained from

yq
2 =

Mq

MA + MB
�14�

where Mq is the molar mass of species q. Besides, the interaction

thermal conductivity �AB is evaluated with the equation

JULY 2007, Vol. 129 / 829
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�AB =
15

8
R�MA + MB

MAMB
��AB �15�

At low pressures, the molar density of a gas mixture �m is
sually determined through the truncated virial equation of state
21�

Z =
P

�mRT
= 1 + B2�m �16�

here Z is the compressibility factor. Herein, the second virial
oefficient B2 in the right term of Eq. �16� is estimated from the
orrelation equation due to Dymond and Smith �25�

B2Pc

RTc
= B�0� + �B�1� �17�

he values of B�0� and B�1� are obtained from the expressions

B�0� = 0.1445 −
0.33

Tr
−

0.1385

Tr
2 −

0.0121

Tr
3 −

0.000607

Tr
8 �18a�

B�1� = 0.0637 +
0.331

Tr
2 −

0.423

Tr
3 −

0.008

Tr
8 �18b�

o that Tc, Pc, and � for the pure components are taken from �21�.
The isobaric heat capacity of a gas mixture Cp,m at low densi-

ies obeys the mixing rule �21�

Cp,m = 

q

xqCp,q
0 �19�

he isobaric molar heat capacity of species q identified by Cp,q
0

atisfies the equality

Cp
0 − Cv

0 = R �20�

Discussion of Results
For the realistic design of gas-filled enclosures, three elements

ave to be weighted: �1� the enclosure shape, �2� the specification
f the temperature differential TH−TC at the two active walls, and
3� the adequacy of the working gas. To comply with the goals of
he present study, we fixed item �2� while varying items �1� and
3�.

The heat transfer enhancement will be analyzed in two parts:
rst by changing the shape of the enclosure while keeping the air
s the working fluid �this will be referred as the “first enhance-
ent,”� and second, by modifying the thermofluidic properties of

he working fluid �this will be named the “second enhancement.”�

5.1 First Heat Transfer Enhancement. In this section, the
quare and the derived isosceles triangular enclosure sharing the
ot wall contain air. Several values of the height-based Rayleigh
umber were selected starting with a low Ra=103 and ending with
high Ra=106. In order to point out the dual influence of Ra and

he shape upon the heat transfer throughout the pair of enclosures,
sample of results is reported in terms of the mean Nusselt

umber.
The response of Nu to increments in Ra is described by two

lmost parallel Nu curves of exponential shape as illustrated in
ig. 3. It is observable that the separation 	Nu between the upper
nd lower Nu curves diminishes as Ra expands from a low 103 to
high 106. The lower Nu curve representative of the square en-

losure �the baseline case� begins with a conduction-dominant
alue of Nu=1 at Ra=103. This Nu curve climbs up gradually
ntil reaching a convection-dominant value of Nu=8.75 at Ra
106. Meanwhile, the upper Nu curve representative of the isos-
eles triangular enclosure begins with a conduction-dominant
u=4.34 for Ra=103. The Nu curve climbs up at a lower rate
ntil reaching a convection-dominant value of Nu=10.5 for Ra
106.

To assess the thermo-fluid performance of the square enclosure

30 / Vol. 129, JULY 2007
and the isosceles triangular enclosure concurrently, we need to
take into consideration three geometric quantities: �1� the heated
wall length, �2� the cooled wall length, and �3� the shape of the
enclosure. These geometric quantities have to be grouped with the
mean heat transfer coefficient at the common hot wall. For a fixed
heated wall length H in the square and isosceles triangle �Figs.
1�a� and 1�b��, the cold wall length gets increased from H to
1.41H, this is equivalent to a wall enlargement of 41%. It is self-
evident that the cross-sectional area Ac of the derived isosceles
triangle is 50% smaller than the cross-sectional area of the origi-
nal square enclosure. Under a dominant conduction condition for
a low Ra=103, the heat transfer across the hot wall of the derived
isosceles triangle is an enormous 334% higher than that of the
original square. In contrast, for a dominant convection condition
for a high Ra=106 this margin diminishes to 19%, still a signifi-
cant improvement.

5.2 Second Heat Transfer Enhancement. In this section we
are interested in examining how the boundary layer behaves near
the hot wall and how each gas mixture is capable of carrying heat
away from this wall to the cold wall. The numerical calculation
procedure is implemented for the analysis of laminar natural con-
vection at Ra=106, which consists of three sequential steps. First,
a molar gas composition w of a gas mixture is chosen in the
w-interval �0, 1�. Second, at the reference temperature Tref, the
thermo-physical properties: viscosity �m, thermal conductivity
�m, density �m, heat capacity at constant pressure Cp,m are evalu-
ated with the accurate formulas given by Eqs. �9�, �13�, �17�, and
�19�. Third, the system of partial differential equations �1�–�6� is
solved using a code based on the finite volume method.

Table 1 lists the molar mass M of the six single gases He, N2,
O2, CO2, CH4, and Xe, accompanied by the molar mass differ-
ence 	M between each secondary gas N2, O2, CO2, CH4 and Xe,

Fig. 3 Influence of Rayleigh number Ra on the mean Nusselt
number Nu for the square cavity and the isosceles triangular
cavity when both are filled with air

Table 1 Molar mass M and molar mass difference �M of the
pure gases

Single gas M �g/mol�
	M �g/mol� with

respect to He

He 4.003 ¯

CH4
16.043 12.04

N2
28.014 24.01

O2
31.999 28.00

CO2
44.010 40.00

Xe 131.29 127.87
Transactions of the ASME
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nd the primary gas He. The items in the table indicate that the
argest 	M =127.87 g/mol correspond to the He–Xe gas mixture.
n contrast, the smallest 	M =12.04 g/mol corresponds to the
e-CH4 gas mixture. The other three gas mixtures lie between

hese two bounds. For the five gas mixtures, the variations of the
hermo-physical properties: �m, �m, �m, and Cp,m, with the molar
omposition w at 300 K are illustrated in Figures 4–7. The family
f curves for �m�w�, �m�w�, and �m�w� exhibit a common pattern
n Figs. 4–6. That is, in each figure the uppermost curves are
ssociated with the He–Xe gas mixture having the largest 	M, as
pposed to the lowermost curves which are connected to the
e–CH4 gas mixture having the smallest 	M. This order is then

eversed for the family of curves for Cp,m�w�; namely, the upper-
ost curve is linked to the He–CH4 gas mixture, whereas the

owermost curve is linked to the He–Xe gas mixture. Moreover, a
triking peculiarity of the trio of thermo-physical properties �m,
m, and Cp,m is their monotonic decreasing paths with increments
n w. However, the �m�w� curve deviates from this pattern in the
ense that the uppermost curve for the He–Xe gas mixture passes
hrough a maximum located near w=0.9. Moving down through
he other curves, it is observable that the maxima get debilitated.
n fact, the lowermost curve for the He–CH4 gas mixture re-
embles a negatively sloped straight line.

The convective heat transfer coefficient at the hot wall is deter-
ined using the calculated temperatures inside the thermal bound-

ry layer by means of Eqs. �6� and �7�. This is done for various
olar gas compositions in the interval �0, 1� and the outcome is

lotted in Figs. 8 and 9 for the square and the triangle, respec-

ig. 4 Evolution of the molecular viscosity with the molar gas
omposition of binary gas mixtures at Tref =300 K

ig. 5 Evolution of the thermal conductivity with the molar

as composition of binary gas mixtures at Tref =300 K

ournal of Heat Transfer
tively. In these figures, the format of the abscissa indicates that the
left extreme w=0 belongs to the primary gas component He,
whereas the right extreme w=1 corresponds to the secondary gas
component. In addition, the figures contain a horizontal line re-

Fig. 6 Evolution of the density with the molar gas composition
of a binary gas mixtures at Tref =300 K

Fig. 7 Evolution of the heat capacity at constant pressure with
the molar gas composition of binary gas mixtures at Tref
=300 K

Fig. 8 Variation of the relative heat transfer coefficient hm /B,
across the square cavity, with molar gas composition of binary

6
gas mixtures at Tref =300K and Ra=10

JULY 2007, Vol. 129 / 831
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ated to the allied convection coefficient for air ha /B, the so-called
aseline case. The constant B was introduced to absorb the gravi-
ational acceleration and the ratio between the temperature differ-
nce and the reference temperature contained in Eq. �4�. Essen-
ially, hm /B can be conceived as an allied convection coefficient
f the gas mixture. For the case of a standard gravity with g
9.8 m/s2, B simplifies to a standardized power law expression

B = 0.1�TH − TC

Tref
�1/3

�21�

Fixing the reference temperature at Tref =300 K, the two points
f reference for comparison purposes are the allied mean convec-
ion coefficients for pure He and for air. Correspondingly, the heat
ransfer augmentation �hHe−ha� /ha rendered by He with respect to
ir for the square enclosure amounts to a significant 71%. Inter-
stingly, the heat transfer enhancement doubles for the isosceles
riangle and �hHe−ha� /ha increases from 71% �square� to 152%
triangle�. When the two enclosure systems filled with He are
ompared, the triangle is found to be favorable to heat transfer. In
uantitative form, �hHe�T�−hHe�S�� /hHe�S� gives rise to heat
ransfer enhancement of 76%. This value was found to be only
9% with respect to the enclosures filled with air.

It is observable in Figs. 8 and 9 that the allied mean heat trans-
er coefficient hm /B curve passes through a maximum for the
e–Xe gas mixture characterized by a peak in the upper right part
f the plane. This illustrates that an enormous maximum for the
llied mean convection coefficient hm,max/B is furnished in the
-domain �0, 1�. This particular ordinate occurs at an optimal
olar gas composition wopt=0.92 �8% He and 92% Xe� in the

ase of the square. This optimal value wopt is reduced to 0.85
15% He and 85% Xe� in the case of the triangle. Relative to He,
he heat transfer enhancement �hm,max−hHe� /hHe delivered by the
e–Xe gas mixture ascends to a remarkable 42% for the square

nd only to 18% for the triangle. However, when the two systems
lled with He–Xe gas mixture are compared by way of
hm,max�T�−hm,max�S�� /hm,max�S�, the heat transferred within the
riangle is 46% more than for the square.

The He–CO2 gas mixture in the square exhibits a maximum of
llied mean convection coefficient hm,max/B=3.5 that takes place
t an optimal molar gas composition wopt=0.52 �48% He and 52%
O2�. Except for this case, all the hm /B curves related to other gas
ixtures decrease monotonically with w. In other word, the heat

ransfer enhancement is higher using pure helium than the
ixture.
The trends observed in Figs. 8 and 9 and Table 1 suggest that

ig. 9 Variation of the relative heat transfer coefficient hm /B
cross the triangular cavity with molar gas composition of bi-
ary gas mixtures at Tref =300 K and Ra=106
he allied convection coefficients hm,max/B strongly respond to the

32 / Vol. 129, JULY 2007
molar mass difference 	M between the primary gas He and the
secondary gas Xe. As noted in Table 1, the He–Xe gas mixture
possesses the largest molar mass difference 	M =127.87 g/mol.
This translates into the highest global maximum allied mean con-
vection coefficient hm /B. The He–CO2 gas mixture with the sec-
ond largest molar mass difference 	M =40 g/mol, comes at a
distant second. The smallest 	M =12.04 g/mol for the He–CH4
gas mixture reveals no maximum allied mean convection coeffi-
cient hm /B.

The structure of the solution channeled through streamlines and
isotherms for air and the five gas mixtures, at a molar gas com-
position w=wopt=0.85 for the triangular enclosure, is given in Fig.
10. From Fig. 10�a�, we observed a contour plot of the stream
function where two counter-rotating vortices coexist; the main
vortex of high strength and large size is rotating clockwise and a
secondary vortex of small size located in the right upper corners
of the enclosure. As evidenced from the stream function gradient,
the velocity is highest near the active walls and thin boundary
layers are formed in these regions. In contrast, the enclosure
nucleus contains slow moving fluid as shown by the low gradient
area in the center. The isotherms indicate a large isothermal core
with sharp gradients near the walls. When the He–CH4 mixture is
inserted into the enclosure �Fig. 10�b��, the fluid velocity is re-
duced significantly compared to the air velocity in Fig. 10�a�;
He–CH4 is found to display lower velocities also when compared
to the other gas mixtures. The size of the upper secondary vortex
decreased resulting in a large isothermal subregion under the up-
per insulated wall as reflected in the corresponding isothermal
plots. The He–N2, He–O2, and He–CO2 gas mixtures in Figs.
10�c�–10�e� exhibit flow characteristics that are similar to ones for
He–CH4. The fluid velocity and the size of the upper vortex in-
crease when the enclosure is filled with He–N2, He–O2, and
He–CO2 mixtures, respectively. The He–Xe mixture in Fig. 10�f�
attests the thinnest boundary layer along the active walls resulting
in higher fluid velocities. The upper secondary vortex intensifies
and pushes the main vortex down toward the core of the enclo-
sure.

6 Conclusions
The compounded heat transfer enhancement was analyzed in

two parts. First by comparing the thermofluid behavior of the
square enclosure with that of an isosceles triangular enclosure,
both filled with air. This enhancement was referred as the “first
enhancement.” Second, the air is replaced by five gas mixtures
formed with helium �He� as the primary gas component, and car-
bon dioxide �CO2�, methane �CH4�, nitrogen �N2�, oxygen �O2�,
and xenon �Xe� as the secondary gas components. When the
square and the isosceles triangular enclosures are filled with the
five gas mixtures, then the thermo-fluid behavior of the two en-
closures was named the “second enhancement.” For a fixed heated
wall length H in the square and isosceles triangle, the cold wall
length was increased from H in the square to 1.41H in the tri-
angle, corresponding to a cold wall enlargement of 41%. In addi-
tion, the cross-sectional area Ac of the derived isosceles triangle is
half of the cross-sectional area of the original square enclosure.
Under a dominant conduction condition for a low Ra=103, the
heat transfer enhancement across the hot wall of the isosceles
triangle is an enormous 334% higher than that of the original
square. The enhancement levels tend to diminish with increments
in Ra. In fact, for a dominant convection condition for a high
Ra=106 the heat transfer enhancement margin delivers a modest
19%.

Switching to the gas mixtures, for the He–Xe gas mixture, the
allied mean heat transfer coefficient hm /B curve passes through a
maximum in the w-domain �0, 1�. This particular ordinate
hm,max/B occurs at an optimal molar gas composition wopt=0.92
�8% He and 92% Xe� in the case of the square and wopt=0.85

�15% He and 85% Xe� in the case of the triangle. Relative to pure
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e, the heat transfer enhancement of the He–Xe gas mixture rep-
esented by �hm,max−hHe� /hHe ascends to a remarkable 42% for
he square and 18% for the triangle. However, when the two en-
losures filled with a He–Xe gas mixture are compared by way of

ig. 10 Structure of the solution at Ra=106 and w=0.85 for air
nd the five binary gas mixtures trapped inside the triangular
avity: streamlines on the left and isotherms on the right
hm,max�T�−hm,max�S�� /hm,max�S�, the triangle outperforms the

ournal of Heat Transfer
square by a margin of 46%. The global heat transfer enhancement
is between the square filled with air and the triangle filled with
He–Xe, which can be determined by way of �hm,max�T�
−ha�S�� /ha�S�; the global heat transfer enhancement of 255% is
obtained at wopt=0.85.

Nomenclature
B 
 constant related to the mean heat transfer

coefficient
B2 
 second virial coefficient �m3 mol−1�
Cp 
 mass heat capacity at constant pressure

�J kg−1 K−1�
Cp

0 
 molar heat capacity at constant pressure of an
ideal gas �J mol−1 K−1�

Cv 
 mass heat capacity at constant volume
�J kg−1 K−1�

Cv
0 
 molar heat capacity at constant volume of an

ideal gas �J mol−1 K−1�
g 
 acceleration of gravity, �m s−2�
H 
 vertical side of enclosure �m�
h 
 mean heat transfer coefficient �W m−2 K−1�

hy 
 local heat transfer coefficient �W m−2 K−1�
m 
 molecular mass �kg�
M 
 molar mass �kg mol−1�
p 
 pressure �Pa�

Pr 
 Prandtl number, �cp /�
qw 
 local wall heat flux �W m−2 K�
R 
 gas constant �J mol−1 K−1�

Ra 
 Rayleigh number, g��TH−TC�H3 Pr/�2

Tc 
 critical temperature �K�
TC 
 cold wall temperature �K�
TH 
 hot wall temperature �K�

Tref 
 reference temperature �TH+TC� /2 �K�
Tr 
 reduced temperature T /Tc

u,v 
 velocities in the x- and y-directions �m s−1�
x ,y 
 axial and transversal coordinates �m�

Y 
 dimensionless vertical coordinate, y /H
xq 
 mole fraction of pure gas q
w 
 molar gas composition of a gas mixture

wopt 
 optimal molar gas composition of a gas
mixture

Greek Symbols

 
 thermal diffusivity � /Cp �m2 s−1�
� 
 volumetric coefficient of thermal expansion

�K−1�
� 
 thermal conductivity �W m−1 K−1�
� 
 molecular dynamic viscosity �kg m−1 s−1�
� 
 molecular kinematic viscosity �m2 s−1�
� 
 density �kg m−3�
� 
 acentric factor

Subscripts
a 
 air
q 
 pure gas q

i , j 
 refer to x and y directions in Eqs. �1�–�4�
m 
 gas mixture

max 
 maximum
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Magnetofluidconvection in a
Rotating Porous Layer Under
Modulated Temperature
on the Boundaries
Thermal instability in an electrically conducting fluid saturated porous medium, confined
between two horizontal walls, has been investigated in the presence of an applied vertical
magnetic field and rotation, using the Brinkman model. The temperature gradient be-
tween the walls of the fluid layer consists of a steady part and a time-dependent oscilla-
tory part. Only infinitesimal disturbances are considered. The combined effect of perme-
ability, rotation, vertical magnetic field, and temperature modulation has been
investigated using Galerkin’s method and Floquet theory. The value of the critical Ray-
leigh number is calculated as function of amplitude and frequency of modulation, Chan-
drasekhar number, Taylor number, porous parameter, Prandtl number, and magnetic
Prandtl number. It is found that rotation, magnetic field, and porous medium all have a
stabilizing influence on the onset of thermal instability. Further, it is also found that it is
possible to advance or delay the onset of convection by proper tuning of the frequency of
modulation of the walls’ temperature. In addition the results corresponding to the Brink-
man model and Darcy model have been compared for neutral instability.
�DOI: 10.1115/1.2712851�

Keywords: thermal instability, temperature modulation, Rayleigh number, Chan-
drasekhar number, porous medium, Taylor number
Introduction
The study of convective flow in a porous medium under the

nfluence of an imposed magnetic field and rotation is of great
nterest in geophysics, particularly in the study of the earth’s core,
here the molten fluid is conducting, and can become convec-

ively unstable as a result of differential diffusion. A detailed re-
iew of most of the related findings has been given by Nield and
ejan �1�. Although the research topic is quite old, only limited

iterature is available on this subject. The problem of thermal in-
tability in a rotating porous medium or under a vertical magnetic
eld subject to uniform temperature gradient has been investi-
ated by several authors for both Darcy and Brinkman models;
.g., Patil and Rudraiah �2�, Rudraiah and Vortmeyer �3�, Patil and
aidyanathan �4�, Rudraiah �5�, Vadasz �6–8�, Alchaar et al. �9�,
in and Kaloni �10� and Bian et al. �11� for different mathemati-

al models, considering both free-free and rigid-rigid boundary
onditions. Recently, Desaive et al. �12� have investigated the
onvective instability in a rotating porous medium, for rigid-rigid
oundaries, using the Brinkman model.

However, there are many situations of practical importance in
hich temperature gradient is a function of both space and time.
his non-uniform temperature gradient �temperature modulation�,
hich is a function of both space and time, can be used as an

ffective mechanism to control the convective flow by proper tun-
ng of its parameters, namely, amplitude and frequency of modu-
ation. There can be an appreciable enhancement of heat, mass, or

omentum if an imposed modulation can destabilize an otherwise
table system. Similarly, if it can stabilize an otherwise unstable
ystem, higher efficiency can be achieved in many processing
echniques, particularly in solidification processes.

Contributed by the Heat Transfer Division of ASME for publication in the JOUR-
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ournal of Heat Transfer Copyright © 20
Venezian �13� was first to consider the effect of temperature
modulation on thermal instability in a horizontal fluid layer. Later
on, Rosenblat and Herbert �14�, Rosenblat and Tanaka �15�, Yih
and Li �16�, Roppo et al. �17�, and Bhadauria and Bhatia �18� also
studied the effect of temperature modulation on thermal stability
in a fluid layer, considering different physical models. Recently
Bhadauria �19,20� investigated the effect of temperature modula-
tion on thermal instability in a horizontal fluid layer, and studied
the effects of rotation and vertical magnetic field. However, the
study of thermal convection in a porous medium with time-
dependent thermal boundary conditions has received only limited
attention. The effect of thermal modulation on the onset of con-
vection in a porous medium has been studied by Catlagirone �21�,
Chhuon and Caltagirone �22�, Rudraiah and Malashetty �23,24�,
Malashetty and Wadi �25�, Malashetty and Basavaraja �26,27�,
and Bhadauria �28�, for both Darcy and Brinkman models, using
both free-free and rigid-rigid boundaries. However, literature on
convection in a porous medium with temperature modulation,
subjected to rotation or magnetic field, is scarce. Recently, only
Bhadauria �29� has investigated the effect of temperature modula-
tion on thermal instability in a rotating porous layer, considering
Brinkman’s model, and using rigid-rigid boundaries. To the best
of author’s knowledge, no study is available in which combined
effect of rotation, vertical magnetic field, and temperature modu-
lation has been considered on convective flow in a porous me-
dium.

Although most of the studies on convection in a porous medium
have been described using the Darcy model, it is now being real-
ized that this model is applicable only under special circum-
stances; therefore, a generalized model for the accurate prediction
of convection in a porous medium must include Forchheimer’s
inertia term and Brinkman’s viscous term. For example, when the
porous medium has a sparse distribution of pores, at which the
fluid experiences the Darcy resistance, we must take into account

the usual viscous dissipation along with the Darcy resistance; i.e.,

JULY 2007, Vol. 129 / 83507 by ASME
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e must include the viscous term ���2V� along with the Darcy
esistance ��� /k�V� �since in the case of sparse distribution of the
articles, the porous medium will have large void spaces that give
ise to viscous shear in addition to the usual Darcy resistance�.

alker and Hosmy �30�, while studying the convective instability
n a porous medium, have demonstrated theoretically the need to
onsider both usual viscous resistance and Darcy resistance for
arge values of permeability.

Further, the horizontal boundaries bounding a porous medium
an be either free or rigid. In real situations such as geothermal
egions, the layer under consideration cannot be isolated to avoid
he penetrations of the fluid from the surrounding regions, and
herefore one has to consider the free boundaries. However, it is
lso known that the free boundaries are less accessible to experi-
ent; therefore, under laboratory conditions, one comes across

nly rigid boundaries where no slip condition can be applied.
The motivation of the present study is to see the combined

ffect of temperature modulation, permeability, rotation, and ver-
ical magnetic field on the stability of flow through a porous me-
ium with rigid boundaries. Since the porous medium considered
s sparsely packed, Brinkman’s model, which accounts for friction
aused by microscopic shear, has been used. To modulate the
alls’ temperature, a sinusoidal function has been taken. The re-

ults have been obtained for the following three cases: �a� when
he plate temperatures are modulated in phase, �b� when the

odulation is out of phase, and �c� when only the lower plate
emperature is modulated, with the upper plate held at fixed con-
tant temperature. The findings of the present study are believed to
ridge the gap between the results valid for the Darcy model �low
ermeability� and those valid for classical viscous fluids. Further,
he present results may have a bearing on the onset of convection
n geothermal areas where the ground water flows through a po-
ous medium and is subjected to the earth’s rotation and magnetic
eld.

Formulation
We consider a porous medium, which is composed of sparse

istribution of particles completely saturated with Boussinesq
uid, and confined between two parallel horizontal walls, at z=
d /2 and z=d /2, a distance d apart. The fluid is electrically con-
ucting, and the walls are infinitely extended in x and y directions,
nd are rigid. Let a vertical magnetic field is applied across the
orous layer and the system be rotating uniformly about the z axis
ith a constant angular velocity �. For distances not too far from

he axis of rotation, one can assume the gravity buoyancy to be
ominant and can neglect the centrifugal effects, hence limiting
he effect of rotation to the Coriolis force. The porous medium is
egarded as an assemblage of small, identical, spherical particles
xed in the space of porosity close to unity. Under the Boussinesq
pproximation, the governing equations for the study of rotating
agnetoconvection in a fluid-saturated sparsely packed porous
edium, are

�V

�t
+ V · �V −

�m

�R
H · �H + 2� � V

= −
1

�R
�p +

� f

�R
g −

�

k
V + ��2V �1�

��Cp�m

�T

�t
+ ��Cp� fV · �T = �m�2T �2�

�H

�t
+ V · �H − H · �V = ��2H �3�

� · V = 0 �4�
� · H = 0 �5�
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� f = �R�1 − ��T − TR�� �6�

where � is the fluid density, �R and TR are �constant�, reference
density and temperature, respectively, g= �0,0 ,−g� is the accelera-
tion due to gravity, �= �0,0 ,��, is the angular velocity, H
= �H1 ,H2 ,H3� is the intensity of the magnetic field. � is the kine-
matic viscosity, �m is the thermal diffusivity, � is the coefficient of
volume expansion, �m is magnetic permeability, k is the perme-
ability of the porous medium, �=1/�m	 is the magnetic viscosity,
while 	 is electrical conductivity. V= �u ,v ,w�, p, and T are re-
spectively, the fluid velocity, pressure, and temperature, fields,
while t is the time. For temperature modulation, we write the
following conditions

�i� When the temperature of the lower boundary as well as of
the upper boundary is modulated, we have

T�t� = TR + 
d�1 + � cos �t� at z = − d/2 �7a�

=TR + 
d� cos ��t + 
� at z = d/2 �7b�
�ii� When the upper boundary is held at a fixed constant tem-

perature and only lower boundary temperature is modu-
lated, then

T�t� = TR + 
d�1 + � cos �t� at z = − d/2 �8a�

=TR at z = d/2 �8b�

Here, TR represents the non-modulated temperature of the
upper boundary, � is the amplitude of modulation, 
 is
thermal gradient, and 
 is phase angle.

2.1 Basic State. Equations �1�–�5�, �7�, and �8� admit an equi-
librium solution in which the basic state is

V = �u,v,w� = 0, T = Tb�z,t�, p = pb�z,t�, � = �b�z,t� �9�

The basic temperature Tb�z , t�, basic pressure pb, and basic density
�b are given by the equations

�
�Tb

�t
= �

�2Tb

�z2 �10�

�pb

�z
= �bg �11�

and

�b = �R�1 − ��Tb − TR�� �12�

where �= ��Cp�m / ��Cp� f and �=�m / ��Cp� f. For both the above
cases �i� and �ii�, the solution of the differential equation �10�
under the boundary conditions �7� and �8� can be written as

TH�z,t� = TR + TS�z� + � Re�T1�z,t�� �13�

where TS�z� is the steady temperature field, T1 is the oscillating
part and Re stands for real part. We then have

TS�z� = �T�1

2
−

z

d
� , �14�

and

T1�z,t� =
�T

sinh �
	ei
 sinh ��1

2
+

z

d
� + sinh ��1

2
−

z

d
�
ei�t

�15�

where

�2 = i��d2/� �16�

2.2 Linear Stability Analysis. Let the basic state �9� of the
system be slightly perturbed, and then we have
V = V� = �u�,v�,w��, T = Tb�z,t� + �� p = pb�z,t� + p�
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H = Hb + h� � = �b + �� �17�

constant magnetic field H= �Hb� is maintained externally, in the
ertical direction; h� is the perturbation in the magnetic field
aused by the motions and the induced currents in the field. Here,
�, ��, p�, and �� represent the perturbed quantities, which are

ssumed to be small. We substitute �17� into Eqs. �1�–�6� and
inearize with respect to the quantities V�, �� and h�. Then taking
url, twice of the reduced Eq. �1�, and once of the reduced Eq. �3�,
he system of equations becomes

�

�t
�2w� = ��4w� −

�

k
�2w� + �g�1

2�� +
�mHb

�R
�2� �hz

�z
� − 2�

���

�z

�18�

���

�t
= − w�

�Tb

�z
+ ��2�� �19�

�hz�

�t
= H�

�w�

�z
+ ��2hz� �20�

���

�t
= 2�

�w�

�z
+ ��2�� −

�

k
�� +

�mHb

�R

���

�z
�21�

���

�t
= Hb

���

�z
+ ��2�� �22�

here w�, hz�, ��, �� are the vertical components of the perturbed
elocity field V�, magnetic field h�, the vorticity, and the current
ensity, respectively. In the above equations the value of � is set
qual to 1. Now using normal mode technique, we seek solutions
or the five unknown fields in the form

w��x,y,z,t� = w��z,t�exp�i�ax�x + ay�y�� �23�

���x,y,z,t� = ���z,t�exp�i�ax�x + ay�y�� �24�

hz��x,y,z,t� = hz��z,t�exp�i�ax�x + ay�y�� �25�

���x,y,z,t� = ���z,t�exp�i�ax�x + ay�y�� �26�

���x,y,z,t� = ���z,t�exp�i�ax�x + ay�y�� �27�

ere, a�= �ax�
2+ay�

2�1/2 is the horizontal wave number. If we scale
ength, time, temperature, wave number, velocity, magnetic field,
orticity, current density, and the frequency according to

r� = dr* t� = t*/� Tb = 
dTb
* �� = 
d�*

a�2 = d2a*2 V� = ��g
da�2/��V* �28�

h� = Hbh* �� = ��g
a�2/���* �� = �Hb

d
��* � = �*�/d2

hen the non-dimensionalized governing equations in linear form
re

�*�D2 − a*2�
�w*

�t* = Pr�D2 − a*2���D2 − a*2� − Pl
−1�w* − Pr�

*

+
PrPmQ

a*2R
�D2 − a*2�

�hz
*

�z*

− �TaPr

��*

�z* �29�

�*��*

* = − a2R� �Tb
*

* �w* + �D2 − a*2��* �30�

�t �z

ournal of Heat Transfer
�*�hz
*

�t* = a*2R
�w*

�z* + Pm�D2 − a*2�hz
* �31�

�*��*

�t* = �TaPrDw* + Pr��D2 − a*2� − Pl
−1��* +

PrPmQ

a*2R

��*

�z*

�32�

�*��*

�t* = a*2R
��*

�z* + Pm�D2 − a*2��* �33�

where D
� /�z*, Pr=� /� is the Prandtl number, Pm=� /� is the
magnetic Prandtl number, Pl=k /d2 is the porous parameter, R
=�g�Td3 /�� is the Rayleigh number, Q=�mHb

2d2 /�R�� is the
Chandrasekhar number, and Ta=4�2d4 /�2 is the Taylor number.
Henceforth, the asterisk will be dropped in the above equations.
The temperature gradient �Tb /�z, obtained from the dimensionless
form of Eq. �13�, is

�Tb

�z
= − 1 + � Re�f�z�eit� �34�

where

f�z� =
�

sinh �
	ei
 cosh ��1

2
+ z� − cosh ��1

2
− z�
 �35�

and

�2 = i� �36�

The boundary conditions for rigid and conducting walls are given
by

w = Dw = � = 0 on z = ±
1

2
�37�

hz = � = D� = 0 on z = ±
1

2
�38�

Darcy Model. Neglecting the viscous resistance term ��2V in
comparison to the Darcy resistance term �� /k�V in Eq. �1�, we
obtain the governing equations �1�–�6� for the Darcy model.

Walker and Hosmy �30� have studied the effect of the presence
of a porous medium of different permeabilities on convective in-
stability and proposed suitable ranges of permeability for which
the Brinkman and Darcy models can be used �Pl�10−3 for the
Brinkman model and Pl�10−3 for the Darcy model�.

3 Method
Here we transform the above partial differential equations

�29�–�33� into a system of ordinary differential equations, using
the Galerkin technique. These equations are then solved numeri-
cally. We set

w�z,t� = �
m=1

N

Am�t��m�z� �39�

��z,t� = �
m=1

N

Bm�t��m�z� �40�

hz�z,t� = �
m=1

N

Cm�t�
m�z� �41�

��z,t� = �
N

Dm�t��m�z� �42�

m=1
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��z,t� = �
m=1

N

Em�t��m�z� �43�

here

�m�z� = �m�z� =�
cosh �mz

cosh
�m

2

−
cos �mz

cos
�m

2

if m is odd

sinh �mz

sinh
�m

2

−
sin �mz

sin
�m

2

if m is even

�44�

�m�z� = �2 sin m��z +
1

2
� �45�


m�z� = �m�z� = �2 sin��m + 1��z + �m − 1�
�

2
�

�m = 1,2,3, . . . ,N� �46�

The above functions �m�z�, �m�z�, 
m�z�, and �m�z� are defined
n such a manner that they vanish at z= ± 1

2 . For the derivatives of

m�z� and �m�z� to vanish at z= ± 1
2 , it is required that �m are to be

he roots of the characteristic equation ��31�, p. 636�

tanh
1

2
�m − �− 1�m tan

1

2
�m = 0 �47�

It is clear that the functions �m�z�, �m�z�, 
m�z�, �m�z�, and

m�z�, each form an orthonormal set in the interval �− 1
2 , 1

2
�. We

ubstitute �39�–�43� into Eqs. �29�–�33� and then multiply these
quations by �n�z�, �n�z�, 
n�z�, �n�z�, and �n�z�, respectively, n
1,2 ,3 , . . . ,N. The resulting equations are then integrated with

espect to z in the interval �− 1
2 , 1

2
�. The outcome is a system of

=5N, ordinary differential equations for the unknown coeffi-
ients An�t�, Bn�t�,Cn�t�, Dn�t�, and En�t�

��
m=1

N

�Knm − a2�nm�
dAm

dt

= Pr�
m=1

N

����m
4 + a4��nm − 2a2Knm� − Pl

−1�Knm − a2�nm��Am

− Pr�
m=1

N

PnmBm −
PrPmQ

a2R �
m=1

N

��m + 1�2�2 + a2�LnmCm

− �TaPr�
m=1

N

LnmDm �48�

�
dBn

dt
= a2R�

m=1

N

�Pmn − � Re�Fmneit��Am − �n2�2 + a2�Bn �49�

�
dCn

dt
= a2R�

m=1

N

RnmAm − Pm��n + 1�2�2 + a2�Cn �50�

�
dDn

dt
= �TaPr�

m=1

N

RnmAm − Pr��n + 1�2�2 + a2 + Pl
−1�Dn

+
PrPmQ

a2R �
N

RnmEm �51�

m=1

38 / Vol. 129, JULY 2007
�
dEn

dt
= a2R�

m=1

N

LnmDm + Pm�
m=1

N

�Knm − a2�nm�Em

�n = 1,2, . . . ,N� �52�

where �nm is the Kronecker delta. The other coefficients, which
occur in Eqs. �48�–�52� are

Knm =�
−1/2

1/2

D2�m�z� · �n�z�dz �53�

Pnm =�
−1/2

1/2

�m�z� · �n�z�dz �54�

Lnm =�
−1/2

1/2

D
m�z� · �n�z�dz �55�

Rnm =�
−1/2

1/2

D�m�z� · 
n�z�dz �56�

Fnm =�
−1/2

1/2

f�z� · �m�z� · �n�z�dz �57�

The above coefficients have been evaluated numerically using
Simpson’s 1/3 rule ��32�, p. 125�. For computational conve-
nience, we introduce the notations

x1 = A1, x2 = B1, x3 = C1, x4 = D1, x5 = E1, x6 = A2, x7 = B2,

. . . etc. �58�
and write the system of Eqs. �48�–�52� in the form

dxi

dt
= Gij�t� · xj, �i, j = 1,2,3, . . . ,5N� . �59�

where �Gij�t�� is the matrix of the coefficients in the Eqs.
�48�–�52�. Since the coefficients Gij�t� are periodic in t with pe-
riod 2�, the stability of solution of the system �59� can be dis-
cussed on the basis of the classical Floquet theory ��33�, p. 55�.
Runge-Kutta-Gill procedure ��32�, pp. 217 and 227� has been used
to integrate the system �59� and the fundamental matrix C
= �xin�2��� of the solution is obtained. To discuss the stability of
the solution, eigenvalues of the matrix C are obtained with the
help of the Rutishauser method ��34�, p. 116�.

4 Results and Discussion
The critical values of the Rayleigh number �Rc� and the corre-

sponding wave number �ac� for the Brinkman model, in the ab-
sence of modulation, i.e., for steady temperature gradient ��=0�,
are found as given below

Ta = 0.0 Q = 0.0 P1
−1 = 0.0 ac = 3.114 Rc = 1709.1

�60�
These values of the critical Rayleigh number and critical wave

number given in �60� for non-rotating, non-magneto, non-porous
convection with N=4 in �59� are very close to those given by
Chandrsekhar ��31�, p. 43�. Therefore, we feel that it is sufficient
to take N=4 for calculating the present results, so the results have
been calculated by solving the Eqs. �59� for x1,x2,x3 , . . .,x20 �total
20 equations�.

The values of the critical Rayleigh number and critical wave
number at marginal stability for different parameters are given in
Tables 1 and 2 for the Brinkman model and in Tables 3 and 4 for
the Darcy model. The inhibiting effects of the rotation and mag-
netic fields on the onset of convection is apparent as the values of

Rc and ac increase on increasing Ta and Q. In addition, on de-
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reasing Pl, the value of Rc increases, which shows the stabilizing
ffect of lower permeability. Further, for a porous medium of
arger permeability �Brinkman model�, the effect of rotation is
learly observed, which is indicated by large increase in the values
f Rc and ac �Table 1�. However, when the porous medium is of
maller permeability �Darcy model, Table 3� the stabilizing effect
f rotation is not much. It can be seen even in the case of the
rinkman model for Pl=10−2, where the variation in the values of
c and ac is not much affected by rotation. Thus, we observe that

or a medium of large permeability the stabilizing effect of rota-
ion predominates, but for a medium of small permeability the
ffect of rotation is small and the stabilizing effect of permeability
redominates. This can be explained as follows: when the porous
edium is of large permeability �Brinkman model, Pl�10−3� the

istortions of the flow path of the fluid particles would be greater
ue to rotation, so that the cell shape is distorted more by rotation
nd hence the stability of the system is enhanced considerably. On
he other hand, when the fluid percolates through the medium of

Table 1 Brinkman model; Q=100.0, �=0

o. Pl Ta ac Rc

.1 � 0.0 4.009 3783.3
100.0 4.013 3801.4
500.0 4.030 3873.6

1000.0 4.053 3963.4

.2 1.0 0.0 4.002 3828.3
100.0 4.006 3846.2
500.0 4.023 3917.7

1000.0 4.045 4006.7

.3 0.1 0.0 3.946 4231.2
100.0 3.95 4247.8
500.0 3.965 4314.1

1000.0 3.983 4396.5

.4 0.01 0.0 3.646 8176.4
100.0 3.649 8186.0
500.0 3.654 8224.4

1000.0 3.661 8272.3

.5 0.0001 0.0 3.254 428200.2
100.0 3.254 428200.5
500.0 3.254 428201.3

1000.0 3.254 428202.4

Table 2 Brinkman model; Ta=500.0, �=0

o. Pl Q ac Rc

.1 � 0.0 3.317 1942.9
100.0 4.030 3873.6
200.0 4.450 5622.2
500.0 5.174 10426.0

.2 1.0 0.0 3.313 1982.7
100.0 4.023 3917.7
200.0 4.442 5668.8
500.0 5.164 10478.3

.3 0.1 0.0 3.285 2346.2
100.0 3.965 4314.1
200.0 4.370 6086.3
500.0 5.082 10944.6

.4 0.01 0.0 3.251 6147.4
100.0 3.654 8224.4
200.0 3.943 10129.1
500.0 4.527 15358.0

.5 0.0001 0.0 3.246 426029.5
100.0 3.258 428202.1
200.0 3.262 430368.0
500.0 3.286 436838.2
ournal of Heat Transfer
very small permeability, it has to seep through the pores with very
small velocity, hence rotation cannot affect the flow path alto-
gether so that the effect of rotation is small.

However, for the case of a magnetic field, the results are
slightly different from those of rotation. In this case, the effect of
magnetic field predominates at low permeability, while at large
permeability the stabilizing effect of magnetic field is small and
the permeability effect predominates, which is clear from the
Tables 2 and 4.

Now we compare the results of 1.5 from Table 1 and 2.5 of
Table 2 �Brinkman model� with the corresponding results of 3.1
and 4.1 from Tables 3 and 4 �Darcy model�. We find that the
values of the critical Rayleigh number in the presence of the vis-
cous term ��2V �Brinkman model� are markedly greater than that
of the Darcy model. This clearly shows the inhibiting effect of the
viscous dissipation ���2V�0� on the onset of thermal instability.
The physical reason is that in addition to the dissipation of energy
by Joule heating, rotation, and Darcy resistance, there will be
viscous dissipation also in the Brinkman model, whereas in the
case of the Darcy model the instability sets in earlier in the ab-
sence of viscous dissipation.

Now for temperature modulation we consider ��0 and inves-
tigate the combined effects of rotation, vertical magnetic field,
porous medium, and the temperature modulation on the onset of
convection. The values of Rc with variation in � have been shown
in Figs. 1–9 at different values of other parameters.

The variation of Rc with �, for cases �a�, �b�, and �c�, have
been depicted in Figs. 1–3, respectively, at different values of the
Taylor number Ta, the other parameters are Pl=1.0, �=0.4, Pr
=1.0, Pm=1.0, Q=100.0. From Fig. 1 we observe that for a par-
ticular value of Ta, initially the effect of modulation is destabiliz-
ing as convection occurs at an earlier point than in the steady
temperature gradient case �see Table 1�. This effect of modulation
is small when � is small and falls off to zero as �→�. For
intermediate values of �, the effect of modulation is maximum
near �=19, and then reduces as � increases. Modulation stabi-
lizes the system at around �=90, and then its effect reduces to
zero as � becomes very large. However in Figs. 2 and 3, which
correspond to out-of-phase modulation and only lower plate tem-
perature modulation, respectively, we find that effect of modula-
tion is greatest near �=0, and disappears altogether when the

Table 3 Darcy model; Q=100.0, �=0

No. Pl Ta ac Rc

3.1 10−4 0.0 3.253 426183.3
100.0 3.253 426183.5
500.0 3.253 426184.4

1000.0 3.253 426185.4

3.2 5 . �10−5 0.0 3.249 850195.7
100.0 3.249 850195.8
500.0 3.249 850196.3

1000.0 3.249 850196.8

Table 4 Darcy model; Ta=500.0, �=0

No. Pl Q ac Rc

4.1 10−4 0.0 3.245 424012.3
100.0 3.253 426184.4
200.0 3.261 428351.3
500.0 3.285 434821.8

4.2 5 . �10−5 0.0 3.245 848022.9
100.0 3.250 850196.3
500.0 3.253 852367.0

1000.0 3.265 858864.0
JULY 2007, Vol. 129 / 839
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frequency � becomes sufficiently large. To find the effect of Tay-
lor number on the stability of the system, we compare the differ-
ent graphs in Figs. 1 and 2 or 3. We find from Figs. 1–3 that an
increase in the value of the Taylor number Ta increases the value
of Rc; thus the effect of large values of the Taylor number Ta is to
stabilize the system.

Figures 4–6 show the variation of Rc with � at Q=100, 200,
and 500 respectively, the values of other parameters are �=0.4,
Pr=1.0, Pm=1.0, Pl=1.0, Ta=500.0. If we compare the values of
Rc, from these figures, in respective cases, we find that Rc in-
creases as Q increases, thus showing the stabilizing effect of the
magnetic field. From Fig. 4, for case �a�, we find that initially the
effect of modulation is destabilizing as convection occurs at an
earlier point than in the steady temperature gradient case �see
Table 2�. The modulation effect is small when � is small, becomes
maximum near �=20 and then falls off to zero as �→�. But for
case �b�, where the temperature modulation is out of phase or for
case �c�, where the upper plate is at constant temperature, we find
stabilizing effect. The stabilizing effect of modulation is found to
be greatest near �=0 and disappears altogether when the fre-
quency � becomes sufficiently large. In Fig. 5 also, which corre-
sponds to Q=200, we find the similar results. However in Fig. 6,
which corresponds to Q=500, the results are slightly different.

Fig. 4 Variation of Rc with �. �=0.4, Pr=1.0, Pm=1.0, Ta
=500.0, Pl=1.0.

Fig. 5 Variation of Rc with �. �=0.4, Pr=1.0, Pm=1.0, Ta
ig. 1 Variation of Rc with �. �=0.4, Pr=1.0, Pm=1.0, Q=100.0,
ig. 2 Variation of Rc with �. �=0.4, Pr=1.0, Pm=1.0, Q=100.0,
ig. 3 Variation of Rc with �. �=0.4, Pr=1.0, Pm=1.0, Q=100.0,

=500.0, Pl=1.0.

Transactions of the ASME



H
t
c
d
d

s
t
=
i
l
c
c
1
o
m
F
i
a
s

l
p
m
c

F
=

F
=

J

ere, initially the effect of modulation is destabilizing for all the
hree cases, and then it becomes stabilizing as � becomes suffi-
iently large. This difference may be because at higher Chan-
rasekhar number Q, the temperature modulation plays a more
ominating role.

The variation of Rc with �, for all the three cases, have been
hown in Figs. 1, 7, and 8, at Pl=1.0, 0.1 and 0.01, respectively,
he values of other parameters are �=0.4, Pr=1.0, Pm=1.0, Q
100.0, Ta=500.0. From the figures, we observe that an increase

n the value of Pl decreases the value of Rc, thus, the effect of
arge values of the porous parameter Pl is to advance the onset of
onvection. However as the value of Pl becomes smaller, Rc in-
reases, thus showing the stabilizing effect on the system. In Figs.
, 7, and 8 for case �a� we find that for small values of � the effect
f modulation is destabilizing; this destabilizing effect is maxi-
um near �=20, and falls off to zero as � becomes very large.
or cases �b� and �c�, Figs. 7 and 8 show that for small and

ntermediate values of �, the effect of modulation is stabilizing
nd falls of to zero as � goes to infinity. However, the maximum
tabilizing effect was found near �=0.

When the frequency of modulation is small, the effect of modu-
ation is felt throughout the porous layer. If the modulation is in
hase, the time-dependent part of temperature profile becomes
ore and more significant as the amplitude of modulation in-

reases. Therefore, due to finite amplitude effect of this part, onset

ig. 6 Variation of Rc with �. �=0.4, Pr=1.0, Pm=1.0, Ta
500.0, Pl=1.0.

ig. 7 Variation of Rc with �. �=0.4, Pr=1.0, Pm=1.0, Ta

500.0, Q=100.0.

ournal of Heat Transfer
of convection takes place at lower Rayleigh number than that
predicted by the linear theory with steady temperature gradient
�Figs. 1 and 4–8�. However, when the temperature modulation is
out of phase or the upper plate is at constant temperature, the
effect is one of stabilization, decreasing with increasing frequency
� �Figs. 2–8�. The stabilization is greatest near �=0 and disap-
pears altogether when the frequency � is sufficiently large. Here,
at low frequency, the convective wave propagates across the po-
rous layer, thereby inhibiting the instability, so that the convection
occurs at higher Rayleigh number than that predicted by the
theory with a steady temperature gradient. Further, at high fre-
quency, since the modulation becomes very fast, temperature in
the porous layer is unaffected by the modulation except for a thin
layer, so that we find almost the same value of Rc as for zero
modulation ��=0�, in all the three cases.

To check the validity of the present model, we have obtained
some known results as the particular cases of this model. These
results are shown in Fig. 9. The first graph in the figure corre-
sponds to Fig. 1 of Rosenblat and Tanaka �15� for �=0.4, Ta

=0.0, Q=0.0, Pl
−1=0.0, Pm=1.0, and Pr=1.0, the second graph

corresponds to Fig. 4 of Bhadauria �19� for Ta=20.0, Q=1.0, �
=0.4, Pl

−1=0.0, Pm=1.0, and Pr=1.0. We find very good qualita-
tive agreement between the present results and those of Rosenblat
and Tanaka �15� and Bhadauria �19�. However, the values of Rc in

Fig. 8 Variation of Rc with �. �=0.4, Pr=1.0, Pm=1.0, Ta
=500.0, Q=100.0.

Fig. 9 Variation of Rc with �. �=0.4, Pr=1.0, Pm=1.0. RT-

Rosenblat and Tanaka, BSB-Bhadauria.
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he present model are slightly less than those of Rosenblat and
anaka �15� and Bhadauria �19�. This is because, in the present
tudy, the results have been calculated using N=4, while Rosen-
lat and Tanaka �15� and Bhadauria �19� obtained the results by
aking N=2 only. Another reason is that in Bhadauria �19�, results
ere obtained for �=0.5, whereas here we have taken �=0.4. The
ext two graphs of Fig. 9 correspond to Figs. 3 of Bhadauria
28,29�, respectively, at Q=0.0, Ta=0.0, Pl=1.0, Pr=1.0, Pm
1.0, �=0.4, and Q=0.0, Ta=100.0, Pl=1.0, Pr=1.0, Pm=1.0, �
0.4. For these two graphs we find very good agreement between

he present results and that of Bhadauria �28,29�.

Conclusion
The linear stability problem of convective flow in a fluid-

aturated rotating porous medium subject to a vertical magnetic
eld has been investigated under time periodic heating of the rigid
oundaries. Three types of modulation effects, i.e., in-phase
odulation, out-of-phase modulation, and only lower wall tem-

erature modulation, have been considered. The solution is ob-
ained under the assumptions that disturbances are infinitesimal,
nd the amplitude of the applied temperature field is small. The
ollowing conclusions are drawn:

1. For in-phase modulation, initially when � is small the effect
of modulation is destabilizing, then at around �=17 it be-
comes most destabilizing. The effect decreases for interme-
diate values of �, becomes stabilizing on further increasing
the value of �, and finally disappears when � becomes very
large.

2. For out-of-phase modulation or when only the lower wall
temperature is modulated, the effect of modulation is found
to be most stabilizing near �=0. It becomes less stabilizing
for intermediate values of �, and finally disappears alto-
gether when � goes to infinity.

3. The value of the critical Rayleigh number Rc decreases on
increasing the value of porous parameter Pl. This shows that
the effect of large permeability is to advance the onset of
convection in the presence of thermal modulation.

4. The results of Brinkman’s model may be used to bridge the
gap between the viscous fluid limit and the Darcy limit in
the sense that when Pl

−1→0 �high permeability� we get the
results of viscous fluid layer, and when Pl→0 �low perme-
ability� we find the Darcy limit results.

5. The values of Rc in the Darcy model are found to be less
than that of Brinkman’s model, which clearly shows the ef-
fect of the absence of the viscous dissipation term in the
Darcy model.

6. It is apparent from the results that the effect of rotation and
magnetic field is to stabilize the system as, on increasing the
values of Taylor number and Chandrasekhar number, the
values of Rc also increase.

7. For a porous medium of small permeability the effect of
rotation on convection is not much, however, at large per-
meability it predominates the convection. The reverse effect
is found in the case of magnetic field. Here the effect of the
magnetic field is large in a porous medium of small perme-
ability; however, it is small in large permeability porous
medium.

In a work now in progress, the author will study the effect of
emperature modulation on rotating magnetoconvection in a po-
ous medium for both Brinkman and Darcy models considering
ore realistic boundary conditions; i.e., free boundaries.
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Nomenclature
a � horizontal wave number, �ax

2+ay
2�1/2

ac � critical wave number
d � depth of the porous layer
g � gravitational acceleration
k � permeability of the porous medium

� f � thermal conductivity of the fluid
�S � thermal conductivity of the solid
�m � effective thermal conductivity of porous media,

�� f + �1−���s

p � pressure
Pl � porous parameter, k /d2

Pr � Prandtl number, � /�
R � thermal Rayleigh number, �g�Td3 /��
Q � Chandrasekhar number, �mH�

2d2 /�R��
Ta � Taylor number, 4�2d4 /�2

Rc � critical Rayleigh number
T � temperature
� � perturbed temperature

�T � temperature difference between the walls
V � mean filter velocity �u ,v ,w�

x ,y ,z � space coordinates
��cp� f � heat capacity of the fluid
��cp�s � heat capacity of the solid
��cp�m � relative heat capacity of the porous medium,

���cp� f + �1−����cp�s

Greek Symbols
� � coefficient of thermal expansion

 � thermal gradient
� � amplitude of modulation
� � porosity
� � heat capacity ratio, ��cp�m / ��cp� f

� � effective thermal diffusivity, �m / ��cp� f

�e � effective viscosity of the medium
� � fluid viscosity
� � kinematic viscosity, � /�R
� � density
� � modulation frequency

 � phase angle

Subscripts
b � basic state
c � critical
f � fluid
s � solid
R � reference value

Superscripts
* �
/ �

Other Symbols
�1

2 � �2 /�x2+�2 /�y2

�2 � �1
2+�2 /�z2

D � � /�z

References
�1� Nield, D. A., and Bejan, A., 1999, Convection in Porous Media, Springer-

Verlag, New York.
�2� Patil, R. Prabhamani, and Rudraiah, N., 1973, “Stability of Hydromagnetic

Thermoconvective Flow Through Porous Medium,” ASME J. Appl. Mech.,
E40, pp. 879–884.

�3� Rudrauah, N., and Vortmeyer, D., 1978, “Stability of Finite-Amplitude and
Overstable Convection of a Conducting Fluid Through Fixed Porous Bed,”
Waerme- Stoffuebertrag., 11, pp. 241–254.

�4� Patil, P. R., and Vaidyanathan, G., 1983, “On Setting Up of Convective Cur-
rents in a Rotating Porous Medium Under the Influence of Variable Viscosity,”
Int. J. Eng. Sci., 21, pp. 123–130.
�5� Rudraiah, N., 1984, “Linear and Non-linear Magnetoconvection in a Porous

Transactions of the ASME



J

Medium,” Proc. Indian Acad. Sci., Math. Sci., 93, pp. 117–135.
�6� Vadasz, P., 1992, “Natural Convection in a Porous Media Induced by the

Centrifugal Body Force: The Solution for Small Aspect Ratio,” ASME J. En-
ergy Resour. Technol., 114, pp. 250–254.

�7� Vadasz, P., 1994, “Centrifugally Generated Free Convection in a Rotating Po-
rous Box,” Int. J. Heat Mass Transfer, 37, pp. 2399–2404.

�8� Vadasz, P., 1998, “Coriolis Effect on Gravity-Driven Convection in a Rotating
Porous Layer Heated From Below,” J. Fluid Mech., 376, pp. 351–375.

�9� Alchaar, S., Vasseur, P., and Bilgen, E., 1995, “Effect of a Magnetic Field on
the Onset of Convection in a Porous Medium,” Heat Mass Transfer, 30, pp.
259–267.

�10� Qin, Y., and Kaloni, P. N., 1995, “Nonlinear Stability Problem of a Rotating
Porous Layer,” Q. Appl. Math., 53, pp. 129–142.

�11� Bian, W., Vasseur, P., and Bilgen, E., 1996, “Effect of an External Magnetic
Field on Buoyancy Driven Flow in a Shallow Porous Cavity,” Numer. Heat
Transfer, Part A, 29, pp. 625–638.

�12� Desaive, Th., Hennenberg, M., and Lebon, G., 2002, “Thermal Instability of a
Rotating Saturated Porous Medium Heated From Below and Submitted to
Rotation,” Eur. Phys. J. B, 29, pp. 641–647.

�13� Venezian, G., 1969, “Effect of Modulation on the Onset of Thermal Convec-
tion,” J. Fluid Mech., 35�2�, pp. 243–254.

�14� Rosenblat, S., and Herbert, D. M., 1970, “Low Frequency Modulation of Ther-
mal Instability,” J. Fluid Mech., 43, pp. 385–398.

�15� Rosenblat, S., and Tanaka, G. A., 1971, “Modulation of Thermal Convection
Instability,” Phys. Fluids, 14�7�, pp. 1319–1322.

�16� Yih, C. S., and Li, C. H., 1972, “Instability of Unsteady Flows or Configura-
tions. Part 2. Convective Instability,” J. Fluid Mech., 54�1�, pp. 143–152.

�17� Roppo, M. N., Davis, S. H., and Rosenblat, S., 1984, “Benard Convection
With Time-Periodic Heating,” Phys. Fluids, 27�4�, pp. 796–803.

�18� Bhadauria, B. S., and Bhatia, P. K., 2002, “Time-Periodic Heating of Rayleigh-
Benard Convection,” Phys. Scr., 66�1�, pp. 59–65.

�19� Bhadauria, B. S., 2005, “Time-Periodic Heating of a Rotating Horizontal Fluid
Layer in a Vertical Magnetic Field,” Z. Naturforsch., A: Phys. Sci., 60, pp.
583–592.

�20� Bhadauria, B. S., 2006, “Time-Periodic Heating of Rayleigh-Benard Convec-

tion in a Vertical Magnetic Field,” Phys. Scr., 73�3�, pp. 296–302.

ournal of Heat Transfer
�21� Catlagirone, J. P., 1976, “Stabilite D’une Couche Poreuse Horizontale Soumise
a Des Conditions Aux Limites Periodiques,” Int. J. Heat Mass Transfer, 18,
pp. 815–820.

�22� Chhuon, B., and Caltagirone, J. P., 1979, “Stability of a Horizontal Porous
Layer With Timewise Periodic Boundary Conditions,” ASME J. Heat Transfer,
101, pp. 244–248.

�23� Rudraiah, N., and Malashetty, M. S., 1988, “Effect of Modulation on the Onset
of Convection in a Porous Media,” Vignana Bharathi, 11�1�, pp. 19–44.

�24� Rudraiah, N., and Malashetty, M. S., 1990, “Effect of Modulation on the Onset
of Convection in a Sparsely Packed Porous Layer,” ASME J. Heat Transfer,
112, pp. 685–689.

�25� Malashetty, M. S., and Wadi, V. S., 1999, “Rayleigh-Benard Convection Sub-
ject to Time Dependent Wall Temperature in a Fluid Saturated Porous Layer,”
Fluid Dyn. Res., 24, pp. 293–308.

�26� Malashetty, M. S., and Basavaraja, D., 2002, “Rayleigh-Benard Convection
Subject to Time Dependent Wall Temperature/Gravity in a Fluid Saturated
Anisotropic Porous Medium,” Heat Mass Transfer, 38, pp. 551–563.

�27� Malashetty, M. S., and Basavaraja, D., 2003, “The Effect of Thermal/Gravity
Modulation on the Onset of Convection in a Horizontal Anisotropic Porous
Layer,” Appl. Mech. Eng., 8�3�, pp. 425–439.

�28� Bhadauria, B. S., 2007, “Thermal Modulation of Raleigh-Benard Convection
in a Sparsely Packed Porous Medium,” J. Porous Media, 10�2�, in press.

�29� Bhadauria, B. S., 2007, “Fluid Convection in a Rotating Porous Layer Under
Modulated Temperature on the Boundaries,” J. Porous Media, 67�2�, 297–215.

�30� Walker, K., and Hosmy, G. H., 1977, “A Note on Convective Instability of
Boussinesq Fluids in a Porous Media,” ASME J. Heat Transfer, 99�2�, pp.
338–339.

�31� Chandrasekhar, S., 1961, Hydrodynamic and Hydromagnetic Stability, Oxford
University Press, London.

�32� Sastry, S. S., 1993, Introductory Methods of Numerical Analysis, Prentice-Hall
of India Private Limited, New Delhi.

�33� Cesari, L., 1963, Asymptotic Behavior and Stability Problems, Springer Verlag,
Berlin.

�34� Jain, M. K., Iyengar, S. R. K., and Jain, R. K., 1991, Numerical Methods for
Scientific and Engineering Computation, Wiley Eastern Limited, New Delhi.
JULY 2007, Vol. 129 / 843



1

e
d
p
o
t
t
v
c
o
t
d
a

i
h
t
s
b
c

fl
c
�
t
o
t
r
i
n
n
o

c
v
i
m
z
m
p
t
d
o

N

c

8

Ali Koşar
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Critical Heat Flux of R-123 in
Silicon-Based Microchannels
Critical heat flux (CHF) of R-123 in a silicon-based microchannel heat sink was inves-
tigated at exit pressures ranging from 227 kPa to 520 kPa. Critical heat flux data were
obtained over effective heat fluxes ranging from 53 W/cm2 to 196 W/cm2 and mass
fluxes from 291 kg/m2 s to 1118 kg/m2 s. Flow images and high exit qualities suggest
that dryout is the leading CHF mechanism. The effect of mass velocity, exit quality, and
system pressure were also examined, and a new correlation is presented to represent the
effect of these parameters. �DOI: 10.1115/1.2712852�
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Introduction
Forced convection boiling in microchannels is recognized as an

nabling heat transfer mode that can be effectively exploited to
issipate heat for future ultra-high-power density electronic com-
onents, such as integrated circuits �ICs� and laser diodes. Perhaps
ne of the most important limiting conditions in flow boiling sys-
ems is the critical heat flux �CHF� condition, which marks the
ransition from a very effective boiling heat transfer process to a
ery ineffective one. The sharp reduction in the local heat transfer
oefficient following CHF conditions results from the replacement
f liquid by vapor adjacent to the heat transfer surface. For this,
he CHF sets an upper limit for the maximum heat flux that can be
issipated from a heated surface, for many practical engineering
pplications.

Numerous studies on forced flow boiling �1–13� and pool boil-
ng �14–19� in conventional macrochannels and minichannels
ave been dedicated to collect data and elucidate the fundamental
hermal and hydraulic processes leading to CHF conditions. De-
pite their importance in boiling, relatively limited studies have
een dedicated to unveil the critical heat flux conditions in micro-
hannels.

Conventional scale knowledge suggests that the critical heat
ux is closely linked to the heat transfer mechanism �which is also
onnected to the flow morphology� at impending CHF conditions
20�. When the critical heat flux precedes convective boiling heat
ransfer mechanism, the CHF condition is a result of liquid dryout
n the heated wall and the “liquid deficient region” is initiated. On
he other hand, when CHF is instigated during subcooled or satu-
ated nucleate boiling, the triggering mechanism is one where
nsufficient liquid is able to reach the heated surface due to the
ucleation rate. Under these conditions, the heat transfer mecha-
ism following CHF conditions is film boiling �either subcooled
r saturated�.

In recent years, flow boiling in microchannels has received in-
reasing interest; nevertheless, a literature survey of recent archi-
al papers �8,21–24� reveals the lack of general agreement regard-
ng the dominating heat transfer mechanism pertaining to

icrodomains. Nucleate boiling, convective boiling, and three-
one boiling mechanisms were suggested as the controlling
echanisms. In the absence of clear understanding of the physical

rocesses governing flow boiling in microdomains, it is imprudent
o predict the CHF characteristics in microchannels without in-
epth experimental studies. To ameliorate the aforementioned lack
f knowledge, this paper reports an experimental study of the
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critical heat flux conditions of refrigerant R-123 in silicon-based
microchannels. The effect of mass velocity, exit quality, and sys-
tem pressure are examined and discussed. Collected data of the
CHF values are compared to the results obtained in large-scale
systems and also used to evaluate the mechanisms triggering the
critical heat flux conditions.

2 Experimental Device
Figure 1 schematically displays the microchannel device con-

sisting of five 1 cm long, 200 �m wide, and 264 �m deep parallel
microchannels on a thin silicon substrate ��150 �m�, spaced
200 �m apart. In order to minimize ambient heat losses, an air
gap is formed on the two ends of the side walls, and an inlet and
exit plenum are etched on the thin silicon substrate. A heater is
deposited on the backside under the microchannels to deliver the
heating power over the heated surface area of all microchannels
�As� and also to serve as a thermistor for temperature measure-
ments. Moreover, it is designed to completely overlap the plan-
form area �Ap=2.1�10 mm2�0.55�As� of the device. A
Pyrex® substrate seals the device from the top and allows flow
visualization. Five orifices, each 20 �m wide 400 �m long, ori-
fices are installed at the entrance to each channel to suppress flow
instabilities. Flow distributive pillars are employed to provide ho-
mogeneous distribution of flow in the inlet. They are arranged in
two columns of 12 circular pillars having a diameter of 100 �m.
The transverse pitch between the pillars is 150 �m and equal to
the longitudinal pitch.

3 Device Fabrication, Experimental Setup, and Ex-
perimental Procedure

3.1 Microchannel Fabrication Method. The MEMS �micro-
electromechanical systems� device is micromachined on a pol-
ished double-sided n-type �100� single-crystal silicon wafer em-
ploying techniques adapted from IC manufacturing. A 1 �m thick
high-quality oxide film is deposited on both sides of the silicon
wafer to protect the bare wafer surface during processing and
serves as an electrical insulator. The heater and the vias are
formed on the backside of the wafer �on top of the thermistors� by
CVC sputtering. A 70 Å thick layer of titanium is initially depos-
ited to improve adhesion characteristics, which is followed by
sputtering a 1 �m thick layer of aluminum containing 1% silicon
and 4% copper. Subsequent photolithography and concomitant
wet bench processing create the heater on the backside of the
wafer. A 1 �m thick plasma enhanced chemical vapor deposition
�PECVD� oxide is deposited to protect the heater during further
processing.

Next, the microchannels are formed on the top side of the wa-

fer. The wafer undergoes a photolithography step and an oxide
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emoval process by reactive ion etching �RIE� to mask certain
reas on the wafer that are not to be etched during the deep reac-
ive ion etching �DRIE� process. The wafer is subsequently etched
n a DRIE process, and silicon is removed from places not pro-
ected by the photoresist/oxide mask. The DRIE process forms
eep vertical trenches on the silicon wafer with a characteristic
calloped side-wall possessing a peak-to-peak roughness of
0.3 �m. A profilometer and scanning electron microscope

SEM� are employed to measure and record various dimensions of
he device.

The wafer is flipped, and the backside is then processed to
reate an inlet, outlet, side air gap, and pressure port taps for the
ransducers. Photolithography followed by a buffer oxide etching
BOE� �6:1� oxide removal process is carried out to create a pat-
ern mask. The wafer is then etched through in a DRIE process to
reate the fluidic ports. Thereafter, electrical contacts/pads are
pened on the backside of the wafer by performing another round
f photolithography and RIE processing. Finally, the processed
afer is stripped of any remaining resist or oxide layers and an-
dically bonded to a 1 mm thick polished Pyrex �glass� wafer to
orm a sealed device. After the successful completion of the bond-
ng process, the processed stack is die sawed to separate the de-
ices from the parent wafer.

The MEMS device is packaged by sandwiching it between two
lates. The fluidic seals are forged using miniature o-rings, while

ig. 1 CAD model of the microchannel device „units in
illimeters…
Fig. 2 Experim

ournal of Heat Transfer
the external electrical connections to the heater are achieved from
beneath through spring-loaded pins, which connect the heater and
thermistors to electrical pads residing away from the main micro-
channel body.

3.2 Experimental Test Setup and Procedure. The setup,
shown in Fig. 2, consists of the flow loop section, instrumentation,
and a data acquisition system. The test section includes the
MEMS-based microchannel device and its fluidic and thermal
packaging module. The microchannel device is installed on the
fluidic packaging module through o-rings to ensure a leak-proof
system. The fluidic packaging delivers the working fluid to the
microchannels and allows access to the pressure transducers.

The main flow loop contains the microchannel device, a pulse-
less gear pump, a reservoir, and a flow meter. The microheater is
connected to a power supply with an adjustable DC current to
provide power to the device. While the inlet pressure and test
section pressure drop are collected, the boiling process in the mi-
crochannels is recorded by a Phantom V4.2 high-speed camera
�maximum frame rate of 90,000 frames/s �fps�, and 2 �s expo-
sure time� mounted over a Leica DMLM microscope. Images
were captured at a frame speed of 4000 fps.

Prior to the experiments, the calibration of the average heater
temperature is done by placing the device in an oven. As the
temperature of the oven is increased, the resistance across the
device is recorded so that the heater electrical resistance-
temperature calibration curve is generated. The temperature resis-
tance curve of the aluminum heater is linear, and therefore, the
electrical resistance is an accurate measure of the average
temperature.

The R-123 flow rate was fixed at the desired value, and experi-
ments were conducted after steady flow conditions were reached
at the five different exit pressures. Inlet liquid temperatures were
set to room temperature in all the experiments. First, the electrical
resistance of the device was measured at room temperature.
Thereafter, voltage was applied in 0.5 V increments to the heater,
and the current/voltage data were recorded once steady state was
reached. At impeding critical heat flux condition, a meager in-
crease in the applied power causes a severe temperature rise �more
than 10°C�. Once this condition is attained, the power was
ental setup

JULY 2007, Vol. 129 / 845
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witched off to prevent potential burnout. Flow visualization
hrough the high-speed camera and microscope complements the

easured data. The procedure is repeated for different flow rates
or each device.

To estimate heat losses, electrical power was applied to the test
ection after evacuating the working fluid from the test loop. Once
he temperature of the test section became steady, the temperature
ifference between the ambient and test section was recorded with
he corresponding power so that the plot of power versus tempera-

ure difference was generated to calculate the heat loss �Q̇loss�
ssociated with each experimental data point. The heat losses
ere found in the light of this plot. The heat losses at the CHF

ondition and a system pressure of 450 kPa for G=291, 456, 622,
87, 953, and 1118 kg/m2 s are estimated to be 17.7%, 11.8%,
0.4%, 8.3%, 7.4%, and 4.9%, respectively. Similar heat loss val-
es have been obtained for the other system pressures.

Data Reduction and Uncertainties
Data obtained from the voltage, current, and pressure measure-
ents were used to calculate the average surface temperature

cross the microchannels. The electrical input power and heater
esistance, respectively, were determined with

P = V � I �1�
nd

R = V/I �2�
he heater electrical resistance-temperature calibration curve is
sed to determine the heater temperature. The surface temperature
t the base of the microchannels is then calculated as

T̄ = T̄heater −
qeff� t

ks
�3�

here

qeff� =
�P − Q̇loss�

Ap
�4�

The critical heat flux is the heat flux based on the microchannel
urface area corresponding to the critical heat flux condition and
xpressed as

qCHF� = qeff,CHF�
Ap

As
�5�

Finally, the exit quality can be calculated with the known mass
ow rate and net power supplied to the device as

xe =
�P − Q̇loss� − m

.

cp�Tsat − Ti�

m
.

hFG

�6�

ean absolute error is used to compare the experimental results to
arious correlations according to the following expression

MAE =
1

M 	
j=1

M

Uexp − Utheoretical


Uexp
� 100% �7�

The uncertainties of the measured values are obtained from the
anufacturer’s specification sheets, while the uncertainties of the

erived parameters are calculated using the method developed by
line and McClintock �25�. Uncertainties in the flow rate, pres-

ure, average surface temperature, and critical heat flux are esti-
ated to be 1%, 0.25%, 1°C, and 2%, respectively.

Results and Discussion

5.1 Boiling Curves. Figure 3 shows the average surface tem-
erature as a function of the heat flux at six different mass veloci-

ies for each exit pressure. During single-phase flow, the curves

46 / Vol. 129, JULY 2007
are linear for all mass velocities, and with the onset of nucleate
boiling, the heat flux-temperature slope becomes much steeper.
With increasing pressure, the saturation temperature increases and
the boiling curve shifts downward as a result of increase in the
inlet subcooled liquid temperature. As the heat flux is further in-
creased, a certain value is reached where the surface temperature
abruptly surges with a meager rise of heat flux, indicating the
emergence of CHF conditions, which is also verified visually as
dry spots near the channel exit region.

5.2 Flow Morphology. Several flow patterns were identified
in this study depending on the thermal and hydraulic conditions
and longitudinal position along the microchannel, which generally
concur with previous studies on microchannels �21,24,26�. These
are bubbly, slug, intermittent, and annular/spray-annular flow pat-
terns. Following the single-phase flow, a region of small bubbles
departing from the microchannel surface was detected and is re-
ferred to as bubbly flow region. Further downstream, the bubbles
coalesce to form a slug occupying the entire microchannel cross
section. At some position along the microchannel, the vapor slug
becomes unstable with rapid vapor-liquid mixing. This flow pat-
tern is denoted as intermittent flow. Further downstream, intermit-
tent flow pattern becomes annular flow.

Two different annular flow patterns were detected depending on
the mass velocity. At low mass velocity, a typical annular flow
pattern consisting of a liquid sublayer around the microchannel
wall �darker color� and a vapor core �lighter color� were visible
�Fig. 4�, whereas at high mass velocities small liquid droplets
�typical size of �3–5 �m� entrained in the vapor core were ob-
served, and this flow is referred to as spray-annular flow.

5.3 Parametric Trends in Critical Heat Flux (CHF). In
conventional macroscale systems, several independent variables
are known to strongly affect CHF, namely, the inlet flow rate, the
inlet temperature, the system pressure, the hydraulic diameter, the
tube length, and the type of fluid such that

CHF = f�G,�Tsub,i,p,dh,L� �8�
The inlet subcooled condition is occasionally replaced by the exit
mass quality �20�

CHF = f�G,xe,p,dh,L� �9�
Effects such as the surface finish and wall thickness might also

be important but are much less understood. In the current study,
three variables were parametrically studied: the mass velocity, the
system pressure, and the exit quality.

5.3.1 Effects of Mass Velocity and Exit Quality. Referring to
Eq. �8�, CHF values were obtained as a function of mass velocity
while maintaining the other four independent variables fixed. As
shown in Fig. 5, the CHF increases fairly linearly with mass ve-
locity. The increase of CHF with mass velocity is in general
agreement with correlations that are based on both conventional
and microscale experimental studies �6,9,20,27� and is primarily a
result of the reduction in exit quality with increasing flow rate �for
a given heat flux�. A fairly general trend of saturated flow boiling
in conventional scale studies suggests that the exit mass quality at
the critical heat flux condition decreases with increasing mass
velocity at fixed pressure, which concurs with the current results
as shown in Fig. 6. CHF is triggered at relatively high qualities
during annular flow. It is widely believed that when the flow is in
the churn or annular regime an increase in flow velocity is gener-
ally accompanied by an increase in droplet entrainment in the
vapor core �28�. This is also in accordance with the flow visual-
ization study given in previous section. Since a greater portion of
the liquid inventory flows as entrained droplets on the core, less
liquid flows in the liquid film, making it more difficult to maintain
the walls fully wetted.

Interestingly, the slopes of the curves vary with the pressure
�Fig. 5�. When the system pressure was maintained at 315 kPa, a

maximum was obtained and CHF values were greater than for the

Transactions of the ASME
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our other pressures. This suggests that an optimum pressure ex-
sts that maximizes CHF over the range of the tested pressures.

5.3.2 Effect of Pressure. Studies on the CHF advocate that the
ffect of pressure on CHF is very complex �27,28�, and no com-
rehensive understanding is provided in the literature. As indi-
ated in Sec. 5.3.1, a maximum CHF over the pressure range
xists, which can be clearly seen in Fig. 7. With increasing pres-
ure, the CHF increases until a maximum is reached at 315 kPa.
he effect of pressure could not be independently isolated because
everal key parameters are altered when the system pressure is
hanged: the latent heat of vaporization, the liquid to vapor den-
ity ratio ��L /�G�, the surface tension, and the inlet subcooled
onditions. With increasing saturation pressure, the surface ten-
ion, latent heat of vaporization, and liquid-to-vapor density ratio
ecrease, whereas the subcooled inlet condition increases �for the
ame inlet temperature�. As can be inferred from various correla-
ions �6,7,9,11–13,29,30�, decreasing �L /�G and increasing sub-
ooled inlet temperature tend to increase CHF with increasing
ystem pressure, whereas the decreasing surface tension and latent
eat of vaporization tend to reduce CHF. The two adverse effects
anifest themselves as a local maximum in the CHF value when

Fig. 3 qeff� v
lotted as a function of system pressure.

ournal of Heat Transfer
5.4 CHF Mechanism. Two different mechanisms leading to
the CHF condition are reported in the literature �20,27,28�: depar-
ture from nucleate boiling �DNB� and dryout. Under subcooled or
low-quality flow boiling conditions, where nucleate boiling is the
predominant heat transfer mechanism, CHF is referred to as DNB
�20,24,25�, and for annular flow configuration the transition to
CHF corresponds to dryout of the liquid film on the channel wall.

The annular flow patterns revealed during the visualization
study suggest that CHF is a result of dryout of the liquid film on
the channel wall. Figure 8 depicts the microchannel before and
after the occurrence of the CHF condition. At low heat fluxes, the
liquid film is relatively thick �Fig. 8�a��. With increasing heat flux,
the film thickness diminishes �Fig. 8�b��, until dry spots appear on
the surface near the exit region �Fig. 8�c��. As the heat flux is
further increased, more dry spots form, and an abrupt increase in
the surface temperature confirms the arrival of the CHF condi-
tions. These visualization studies, coupled with the relatively high
exit quality at CHF conditions, suggest that CHF is a result of
dryout at least under the conditions tested in the present study.

5.5 Comparison to the Existing Correlations. Figure 9 dis-
plays the predictions of existing correlations recommended for the

us T̄ curve
dryout mechanism, which are also listed in Table 1. Three of the

JULY 2007, Vol. 129 / 847



Fig. 4 Annular flow patterns

CHF

Fig. 6 CHF dependence on xe

848 / Vol. 129, JULY 2007
correlations were recommended for minichannels and microchan-
nels, whereas the other two were developed for conventional
channels. The Katto and Ohne �29� and Shah �30� correlations
developed for conventional channels provided significantly better
predictions with a mean absolute error of 24.7% and 26.4%, re-
spectively. This is perhaps because these correlations account for
a large range of working fluids and are based on large data set.
The correlations of Koşar et al. �11� �MAE=51% �, Bowers and
Mudawar �6� �MAE=153.5% �, and Qu and Mudawar �9� �MAE

Fig. 7 CHF dependence on pe

Fig. 8 Change in the annular flow pattern with heat flux „G
2 2
Fig. 5 q� dependence on G
=622 kg/m s,pe=315 kPa…: „a… qeff� =99 W/cm „b… qeff�

Transactions of the ASME



=
t
a
n
�
f
s
a

the

C

J

1071% � were based on results of different working fluids �wa-
er, R-113� and were generated based on limited data. Thus, the
greements of these correlations with the experimental data are
ot as good as those of Katto and Ohne correlation �29� and Shah
30�. It should also be noted that all existing correlations fail to
ollow the CHF trend with pressure. In order to account for pres-
ure effects on CHF, the following correlation has been developed
s a function of the exit pressure:

Fig. 9 Predictions of

Table 1 CH

orrelation
number Reference

Recommended
channel size and fl

1 Katto and Ohne �27� Circular, convention
channels

2 Shah �28� Circular, convention
channels

3 Bowers and
Mudawar �6�

Circular dh=0.51-2.5
R-113

4 Qu and Mudawar �9� Rectangular,
dh=0.38–2.54 mm
R-113, water

5 Koşar et al. �11� 5 parallel rectangula
channels
dh=0.223 mm
Convective boiling,
Water
ournal of Heat Transfer
BoCHF =
qCHF�

GhFG
= ��9.34 � 10−2 pe

pcr
− 0.34
 pe

pcr
�2

− 1.3

� 10−4�xe
0.59�1/1.08

�10�

The above correlation successfully captures the CHF trend ob-
served in the present study with an MAE of 3.8%. This formula-

existing correlations

orrelations

Correlation
MAE
�%�

qCHF� =XG�hFG+K��hsub�i� where 24.7

X=

0.098��G /�F�0.133� ��F

G2L �0.433

�L /dh�0.27

1.0+0.003�L /dh�

K=
0.261

0.25� ��F

G2L �0.0433

qCHF� =0.124GhFG�dh
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ion also suggests that the data can be represented well using the
oiling number, the dimensionless pressure ratio �pe / pcr�, and the
xit mass quality xe, as shown in Fig. 10.

Conclusions
In this study, experiments on CHF of R-123 have been con-

ucted in a microchannel heat sink. Flow visualization aided the
dentification of the CHF mechanism at five different system pres-
ures. The effects of mass velocity, exit quality, and system pres-
ure have been also discussed. The main conclusions drawn from
his study are:

• dryout is the leading CHF mechanism for boiling of R-123,
at least for the experimental conditions in the present work.

• similar to previous studies, saturated flow boiling CHF in-
creases with mass velocity and decreases with exit quality.

• increasing the pressure leads to an increase in CHF values
up to a certain pressure, beyond which CHF declines.

• although some of the existing correlations provide reason-
able agreement with the experimental results, none of them
is able to capture the effect of system pressure on CHF.
Thus, a new correlation is developed to fully represent this
effect based on the trends in the experimental data.

• the experimental data can be successfully represented by
three dimensionless parameters: the Boiling number, the di-
mensionless pressure ratio, and the exit mass quality.

• bubbly, slug, intermittent annular, and annular/spray-annular
flow patterns are identified depending on the heat flux, lo-
cation, and mass velocity, which is consistent with the
literature.
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omenclature
Ap � planform area, m2

As � total heated microchannel surface area, m2

Bo � boiling number, Bo=q� /GhFG
CHF � critical heat flux, W cm−2

cp � specific heat at constant pressure, kJ kg−1 °C–1

dh � channel hydraulic diameter, m
G −2 −1

ig. 10 Presentation of the experimental data with dimension-
ess parameters
� mass velocity, kg m s

50 / Vol. 129, JULY 2007
h � enthalpy, kJ kg−1

hFG � latent heat of vaporization, kJ kg−1

I � current, A
K � parameter in the CHF correlation in Table 1
ks � thermal conductivity of the surface �silicon�,

W m °C−1

L � channel length, m
M � number of data points

m
.

� mass flow rate, kg s−1

MAE � mean absolute error
n � parameter in the CHF correlation in Table 1
p � pressure, kPa

pcr � critical pressure of R-123 ��3668 kPa�, kPa
P � electrical power, W

q� � heat flux based on the heated surface area,
W cm−2

qeff� � effective heat flux, W cm−2

Q̇loss � heat loss, W
R � electrical resistance, �
t � thickness of the silicon block, m

T � temperature, °C

T̄ � average temperature, °C

T̄heater � average temperature at the heater, °C
U � parameter being evaluated
V � voltage, V

We � Weber number, We=G2 d / ����
X � parameter in the CHF correlation in Table 1
xe � exit quality
Y � parameter in the CHF correlation in Table 1

Greek
� � density, kg m−3

� � surface tension, N m−1

Subscripts
CHF � critical heat flux

cr � critical
e � exit

exp � experimental
F � fluid

fin � fin
G � gas
i � inlet
j � index in Eq. �7�

sat � saturation
sub � subcooled
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Solidification Microstructure
Evolution Model for Laser
Cladding Process
The laser cladding process inherently includes multiscale, highly nonlinear, and non-
equilibrium transport phenomena due to nonuniform and rapid heat flow caused by the
laser and the material interaction. In this work, a process model of solidification micro-
structure evolution for the laser cladding process has been studied by utilizing a phase-
field method. The phase-field method has become a widely used computational tool for
the modeling of solidification micro-structure evolution with the advantage of avoiding
tracking the interface explicitly and satisfying interfacial boundary conditions. In the
present work, the numerical solutions of a phase-field model have been analyzed. The
linking of the macroscale process and solidification microstructure evolution was exam-
ined by considering the relationship of macro- and micro-parameters. The effects of melt
undercooling and anisotropy on the solidification micro-structure have also been studied.
The predicted results with different undercoolings were compared with the microsolvabil-
ity theory and a good agreement was found. Different solidification morphologies of
different locations in the melt-pool are also investigated. To quantitatively study the effect
of heat flux on the dendritic growth, the dendrite tip analysis was carried out. It was
observed that the dendrite tip that grows in the same direction with the heat flux shows a
much higher velocity than a tip that grows in the opposite direction of the heat
flux. �DOI: 10.1115/1.2712856�

Keywords: laser cladding, solidification microstructure, phase-field model, multi-scale
model
Introduction
Laser cladding is an additive manufacturing process in which a

aser generates a melt-pool on the substrate material while a sec-
nd material in a powder or wire form is injected into that melt-
ool. The cladding alloy can form a strong bond to the substrate,
ith a minimum melting of the substrate. Among all laser pro-

esses, laser cladding offers the most extensive variety of possi-
ilities to alter a component at its surface. For example, laser
ladding can be used for the protection of materials against wear,
orrosion, and oxidation, and for refurbishing a high cost indus-
rial product by using a coating with improved properties.

The laser cladding process inherently includes multiscale,
ighly nonlinear, and nonequilibrium transport phenomena due to
onuniform and rapid heat flow caused by the laser and the ma-
erial interaction. In these complex phenomena, thermal transport,
uid flow, and mass transport in the melt pool can be modeled on
macroscopic scale, while the solute diffusion in the mushy zone

nd the solidification process should be studied on a meso/micro-
cale. Heat and fluid flow have been studied numerically and ex-
erimentally by other researchers �1,2�. There are many research-
rs who observed the microstructure evolution of the laser
ladding process by using optical, scanning and transmission elec-
ron microscope techniques �3–6�; however, the modeling of

icro-structure evolution of the solidification process during the
aser cladding has not been fully developed and studied. There-
ore, there is a growing demand to develop systematic modeling
nd simulation approaches for the multiscale problem.

There are two different sets of ideas to model the multi-scale
roblem. The first set of ideas �7� is to pre-define a set of coarse-
rained variables. By expressing the microscopic model in terms

Contributed by the Heat Transfer Division of ASME for publication in the JOUR-
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of the coarse-grained variables, one can derive a relationship that
expresses the macroscopic data in terms of microscopic quantities.
This relationship is a starting point of micro/macrocoupling. The
other set of ideas �8� is to divide the computation domain into
macro- and micro-regions. Separate models are used in different
regions and an explicit matching condition is used to bridge the
two regions. The latter method is employed in current study to
coupling the macroscopic laser cladding process and microscopic
solidification process.

Phase-field method has recently become a widely used tech-
nique to model the formation of complex interfacial patterns in the
solidification process. It has been the main topic of recent litera-
ture reviews �9–11�. The most valuable property of the phase-field
model is the fact that there is no need to explicitly track the
interface or even provide interfacial boundary conditions �12�.
Wheeler, Boettinger, and McFadden developed the so-called
WBM phase-field model to deal with alloy solidification �13,14�.
This model was derived in a thermodynamically consistent way
and used to study the solute trapping of the isothermal binary
alloy in rapid solidification �15�. It was shown that the solute
trapping occurs when the solute diffusion length is comparable to
the diffuse interface thickness. This model has been widely used
in many applications, including dendrite growth, solute trapping,
eutectic solidification, sidearm branching, etc. �9�. Kim et al. �16�
proposed another phase-field model by using a different definition
of the free energy density for the interfacial region. This model
was used to study the binary alloy solidification and dendrite
growth. Their results are in good agreement with the experimental
observations. Wheeler et al. �13� have shown that the interface
thickness must be smaller than the capillary length for the solution
to converge to the sharp-interface limit. Karma and Rappel �17�
reconsidered this issue and proposed a thin interface analysis.
They found that the interface thickness only needs to be small
compared to the “mesoscale” of the heat and/or solute diffusion

field. Their asymptotic analysis greatly enhanced the computa-

07 by ASME Transactions of the ASME
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ional efficiency of the phase-field simulation and they made the
rst fully resolved computations for three-dimensional dendritic
rowth �18,19�. Beckermann et al. �12,20,21� further conducted
uch effective work in this area. They presented a simpler deri-

ation of the phase-field equation starting from the classical
elocity-dependent Gibbs-Thomson interface condition. They also
tudied the pure metal dendritic growth, binary alloy solidification
oupled with heat and solute diffusion, and the solidification phe-
omena with fluid flow �21�.

Very few models for microstructure evolution of laser cladding
rocess have been reported �3,22�, and almost all the above mod-
ls �12–21� were used to deal with the ideal process �pure metal,
sothermal binary alloy, etc.�. Zhang et al. �23� developed a nu-

erical diffusion model to simulate the kinetics of the austenite to
errite transformation in 2205 duplex stainless steel during weld-
ng. They confirmed their results by experiments using an X-ray
iffraction technique. However, their model is limited in one-
imensional. In this paper, a two-dimensional phase-field model
ased on Karma and Ramirez’s analysis �19,20� was developed to
xplore the microstructure evolution in a real physical process,
aser cladding. The anisotropy effect was included in this model,
hile the interface kinetics was neglected by properly choosing

he calculation parameters. This phase-field model was coupled
ith the macroprocess model and served as microscale model to

imulate the laser cladding process.
This paper is structured as follows: The macroscale model of

aser cladding process is presented first. This model is used to get
he macrotemperature field and other related physical parameters,
nd followed by the phase-field model. The linking between the
acroscale model and phase-field model is carried out, consider-

ng the relationship of the macro- and microscale process param-
ters. The phase-field model is validated, comparing the interface
hape and dendrite tip velocity with other researchers’ results for
ure metal dendrite growth. Next, a typical two-dimensional bi-
ary alloy dendrite growth is presented for the case of coupled
eat and solute diffusion. The effects of melt undercooling and
nisotropy on the final micro-structure have also been studied.
ifferent solidification morphologies of different locations in the
elt-pool are also investigated.

Macroscale Model
The macro-scale model was used in this study to get the macro-

cale temperature field, which will be used in the phase-field cal-
ulation. The transport phenomena in the melt-pool were studied,
ncluding the melt-pool shape and size. Most work in this section
s based on the previous study of the author’s research group �24�.

The basic assumptions of this model are as follows:

1. A laser beam having a defined power distribution strikes the
surface of an opaque material of finite depth and length.

2. Only part of the energy is absorbed by the workpiece and
powder. Studies show that the amount of laser energy ab-
sorbed by the different materials is 37–60% �25,26�. How-
ever, in this study, the absorptivity of laser power was cho-
sen as 0.3 with the consideration of the substrate material
property and the surface condition of the substrate. It should
be noted that further experiment work needs to be done to
verify this assumption.

3. The absorbed energy induces surface tension driven flow
due to the high-temperature gradient.

4. The liquid metal is Newtonian, so the Navier-Stokes equa-
tion is applicable. Given the small velocity of fluid flow
�about 0.1 m/s� in the melt-pool and characteristic distance
�about 0.5–1.5 mm�, the Reynolds number can be approxi-
mated as about 57.5–172 by using the material properties
shown in Table 1, which is fairly below the 500 usually used
as the limit for laminar flow in open channels. Thus, the
fluid flow in the melt-pool can be assumed to be laminar.
5. All properties of the liquid and solid metal are constant,

ournal of Heat Transfer
independent of temperature. �This allows simplifications of
the model; however, variable properties can be treated with
slight modifications.�

2.1 Governing Equations. The continuity equation, momen-
tum equation, and energy equations based on the continuum for-
mulation are modified and used in the present study.

The continuity equation is shown in Eq. �1�

�

�t
��� + � · ��V� = 0 �1�

The momentum equations are shown in Eqs. �2� and �3�

�

�t
��u� + � · ��Vu� = � · ��l

�

�l
� u� −

�p

�x
−

�l

K

�

�l
�u − us� �2�

�

�t
��v� + � · ��Vv� = � · ��l

�

�l
� v� −

�p

�y
−

�l

K

�

�l
�v − vs� + � · g

�3�
The energy equation is shown in Eq. �4�

���h�
�t

+ � · ���Vh� = � · �kt � T� − � · ���hl − h��V − Vs���

�4�
The evolution of free surface is expressed in Eq. �5�

�F

�t
+ �V · ��F = 0 �5�

Note that the momentum and energy equations contain the
phase interaction terms. In Eqs. �1�–�4�, the subscripts “l” and “s”
denote liquid and solid, respectively. The density � and thermal
conductivity kt are defined as the average value of liquid and solid
state based on the solid volume fraction gs and liquid volume
fraction gl. The specific heat cp, velocity V, and the enthalpy h are
defined as the average value of the liquid and solid states based on
the solid mass fraction fs and liquid mass fraction f l. u and u are
the X and Y components of velocity, respectively. us and vs are the
tangential and normal velocity components at the free surface,
respectively. K is the permeability of the two-phase mushy region,
which is modeled as a porous media. �l is the dynamic viscosity.

In Eq. �5�, F expresses the fractional volume occupied by fluid

Table 1 Material properties and process parameters

Property Symbol Value

Powder absorptivity �1
0.35

Power absorptivity �2
0.3

Specific heat of liquid cpl 800 J / �kgK�
Specific heat of solid cps 700 J / �kgK�
Diameter of powder D 120 �m
Conductivity of liquid kl 21 W/ �mK�
Conductivity of solid ks 21 W/ �mK�
Latent heat of melt Lm 2.7�105 J /kg
Latent heat of evaporation Lv 6.34�106 J /kg
Powder mass rate mp 5 g/min
Power of laser beam Plaser 1000 W
Density of liquid �l 6900 kg/m3

Density of solid �s 7800 kg/m3

Radius of laser beam R 0.7 mm
Liquidus temperature Tl 1700 K
Solidus temperature Ts 1630 K
Melting temperature Tm 1665 K
Dynamic viscosity �l 6�10−3 kg/ �ms�
Velocity of laser beam Vlaser 12.7 mm/s
Powder velocity Vpowder 0.15 m/s
in that computational cell. F takes a value of unity at a cell in a

JULY 2007, Vol. 129 / 853
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pace occupied by fluid and a value of zero if fluid does not
ccupy that cell, and cells with F value between zero and unity
re partially filled with fluid and identified as surface cells. The
iquid-vapor interface is located at the F=0.5 contour.

2.2 Boundary Conditions. With the liquid-vapor free sur-
ace, the shear stress and normal stress balance is considered to
et the boundary condition of the velocity at the free surface. The
nergy balance included the effect of laser heating, as well as heat
oss from convection, radiation, and evaporation. With other
oundary surfaces, the velocity is considered to be zero and the
nergy balance takes into account the heat loss from convection
nd radiation. Details of the formulations for the boundary condi-
ions can be found in Ref. �24�.

Phase-Field Model
One macrocell adjacent to the solid-liquid interface will be cho-

en to carry out the microstructure evolution calculation. Thus, the
hole calculation domain will be this macrocell. The behavior of

he phase-field variable in this domain is governed by the phase-
eld equation, which is coupled with equations for heat and solute
iffusion. The interface between liquid and solid is represented by
smooth but rapid change of the phase-field variable. The follow-

ng assumptions were made for the phase-field model:

1. Influence of fluid flow is not considered in the phase-field
model. A forced fluid flow can significantly affect the pattern
of solidification, which is shown by other researchers in this
area �12,21�. However, in this study, a laminar flow is as-
sumed and only a very tiny macrocell is picked up to carry
out the micro-phase-field calculation. Thus, the effect of
fluid flow is neglected for the simplicity of the calculation.

2. The thermophysical properties such as thermal conductivity,
specific heat, density, and so on are assumed to be constant
and equal in the liquid and solid states.

3. Considering the solute diffusivity in the solid state is very
small compared with that in the liquid state, the solute dif-
fusion in the solid state is neglected.

4. The interface kinetics effect is neglected.
5. For the sake of simplicity, the partition coefficient of the

solidification process is assumed to be the same as the one in
the equilibrium state.

3.1 Governing Equations. To compare the result with other
esearchers, the dimensionless temperature and composition are
mployed as in Eqs. �6� and �7�:

� =
T − Tm − mc�

L/cp
�6�

� =
c − c�

�1 − k�c�

�7�

here Tm is the melting temperature of pure solvent; m is the
iquidus line slope of the alloy phase diagram; c� is the value of
omposition c far from the interface, which equals the initial com-
osition of the alloy; L is latent heat of melting; and k is the
quilibrium partition coefficient. It should be noted here the di-
ensionless undercooling has the same value as the dimensionless

emperature with opposite sign. Additionally, the following di-
ensionless variables are defined in Eqs. �8� and �9�

z = ln� 2c/c�

1 + k − �1 − k��� �8�

nd

U =
ez − 1

1 − k
�9�

here z is a dimensionless measure of the deviation of the chemi-

al potential from its equilibrium value at a reference temperature,

54 / Vol. 129, JULY 2007
and U is used to change the variable of the composition equation
and is considered to be the dimensionless composition.

The phase-field equation, composition equation, and energy
equation are obtained in terms of the dimensionless temperature
and composition as follows �20�

	
��

�t
= W2�2� + � − �3 − �1 − �2�2
�� + Mc�U� �10�

1 + k

2

�U

�t
=

1

2

�

�t
	��1 + �1 − k�U�


+ ���D
1 − �

2
� U +

W

2�2
�1 + �1 − k�U�

��

�t

��


��
�
�11�

��

�t
= ��2� +

1

2

��

�t
�12�

where 	 is the relaxation time in the phase-field model, W is the
interface thickness, 
 is a dimensionless parameter that controls
the strength of the coupling between the phase and thermal/solutal
diffusion fields, and D is the solutal diffusivity in the liquid. M is
the scaled liquidus slope, which is defined as

M =
− m�1 − k�

L/cp
�13�

To eliminate the interface kinetics, 	 is chosen to be a function
of U in the phase-field model, which is defined in Eq. �14�

	 = 	0�D

�
+ Mc��1 + �1 − k�U�� �14�

where 	0 is the measure scale of time in this study.
It should be noted the governing equations used in this study

are exactly the same as those in Ref. �20�. This microscopic
phase-field model was coupled with the macrothermal model to
investigate the solidification process during laser cladding. With
the parameters involved in this model, for example, 	, W, 
, D,
and �4, the same values were taken as those in �20� to compare the
results of current model with the available results in literature.

3.2 Anisotropy Effect. To include the anisotropy effect, a
standard fourfold anisotropy was chosen as in Eqs. �15� and �16�

W�n� = W0as�n� 	�n� = 	0as
2�n� �15�

as�n� = 1 − 3�4 + 4�4
���/�x�4 + ���/�y�4


��
4
�16�

Combining Eqs. �14�–�16�, Eq. �17� is obtained

	 = 	0as
2�n��D

�
+ Mc��1 + �1 − k�U�� �17�

In this manner, the anisotropy effect can be incorporated and
the interface kinetics can be eliminated at the same time.

3.3 Boundary Conditions. The temperature boundary condi-
tion can be obtained from the macroneighbor cells of the selected
cell. The outermost microcells were set to time-dependent tem-
peratures, which were calculated by interpolating the nearest
neighbor macrocell temperature to the boundary. Because it is
assumed there is no fluid flow in the previously selected cell, there
is also no convective mass flow between the whole calculation
domain and the neighbor cells. Considering the quite small rate of
solute diffusion process, the Dirichlet boundary condition is also
applied for the composition field. To the phase-field variable, a
zero-flux Newmann condition is employed to describe the bound-
ary of the calculation domain with the coupling scheme, while in
the pure metal and binary alloy case, the constant value is chosen

as the phase-field boundary condition.
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Numerical Method
In the present study, the macro-model was employed to calcu-

ate the temperature, fluid pressure, and velocity fields of the
hole calculation domain. Each macrocell had four state vari-

bles: temperature, pressure, velocity, and fractional volume �F�.
ne macrocell near the solid-liquid interface was chosen to carry
ut the microscale calculation in order to simulate the evolution of
he solidification microstructure. This macrocell was re-meshed,

aking much finer microcells. Each microcell had three state vari-
bles: temperature, phase-field, and concentration. In the temporal
omain, there were two time steps: 
t for macro-calculation and
uch smaller �t for phase-field calculation. Each 
t was again

ivided into five small microtime steps in current calculation. Fig-
re 1 shows this macro- and microscale coupling scheme.

To couple the two different scale calculations, the temperature
f the neighbor cells of the micro-calculation domain was applied
s the temperature boundary condition. In each macro-time step,
his boundary temperature was considered to be constant. At the
ext macrotime step, this boundary temperature was changed to
nother value, which was determined by the macroscale model.

A semi-implicit solution algorithm–volume of fluid �SOLA-
OF� �27� based algorithm was used for the solutions of the con-

inuity and momentum equations �1�–�3� in the macroscale model.
he thermal energy transport equation �4� was solved using an
xplicit finite volume approximation. A fixed-grid system of 200
100 uniform grid points was utilized for the cladding domain of
mm�2 mm. Each grid had a cell size of 20 �m�20 �m. An

xplicit finite difference scheme was used to solve the phase-field
quation, composition equation, and energy equation as described
n Eqs. �10�–�12� in the microscale model. The grid numbers used
n this study were either 1000�1000 or 1500�1500 in different
ases.

It was assumed that the nucleation began under a certain under-
ooling. Initially, the micro-calculation domain was filled with an

Fig. 1 Scheme of macro/m
mount of supercooled melt. Once the undercooling reached the

ournal of Heat Transfer
given value, the nucleation took place instantly and a solid seed
was present in the center of the calculation domain. After this, the
growth process of the solid seed was controlled by the phase-field
model and appropriate boundary conditions.

4.1 Iteration Procedures. The steps of the iteration proce-
dure for the macroscale calculation were as follows:

�1� Initialize the velocities, pressure, temperature, and VOF
function.

�2� Solve the momentum equations utilizing a two-step projec-
tion method. Surface tensions are solved and included into
the momentum equations as body forces. In this step, new
velocities and pressure are solved.

�3� Advance the VOF function in the time domain to update
the new free surface.

�4� Solve the energy equation using new velocities obtained in
Step 2.

�5� Check the undercooling. If it reaches the given value, then
the phase-field calculation will begin. If not, go to Step 6.

�6� Update old velocities, pressure, temperature, and the VOF
function using new values, then go back to Step 2 for the
next iteration until the time to finish the calculation is
reached.

The iteration procedures for the micro-calculation are as fol-
lows:

�1� Initialize the temperature, composition, and phase-field
variable.

�2� Solve the phase-field equation utilizing an explicit finite
difference method.

�3� Solve the composition equation using new phase-field vari-
ables obtained in Step 2.

�4� Solve the energy equation using the new phase-field vari-
able obtained in Step 2.

ro-scale coupling method
�5� Update the old temperature, concentration, and phase-field

JULY 2007, Vol. 129 / 855
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variable using the new values, then go back to Step 2 for
the next iteration until the phase-field or composition field
reach the boundary of the calculation domain �i.e., the val-
ues of phase-field variable or composition changes more
than 5%�.

4.2 Numerical Stability. With the macroscale calculation, the
umerical difference equations are subjected to linear numerical
tability conditions that are detailed in �28�.

For the phase-field model, the time step is determined by Eq.
18�

�t =
1

4
min��t1,�t2� �18�

here

�t1 =
1

2�
�
x2 + 
y2� �t2 =

	0
x2

W0
2 �19�

t1 is derived from the thermal energy equation and �t2 is derived
rom phase-field equation. It is difficult to determine the stable
ime step for the composition equation. However, from the nu-

erical test, it was found that the time step determined by Eq.
18� can keep the composition calculation stable.

Simulation Results and Discussion
The results of different cases are presented in this section. First,

he macroscale process was simulated using the macroscale model
eveloped above. To validate the current microscale model, a pure
etal solidification case was calculated and compared with the
icro-solvability theory �19�. A binary alloy dendrite growth was

lso simulated. Finally, three coupling cases were calculated with
ifferent locations in the melt pool. Simulations of all the cases
ere based on the material properties of H13 tool steel, and the
rocess parameters are shown in Table 1. To make the calculation
imple, the material used in this study was assumed to be a binary
lloy.

5.1 Results by Macro-Scale Model. To carry out the phase-
eld calculation, the macroscale model was used first to calculate

he whole domain temperature field. Several snapshots of the cal-
ulation results are shown in Fig. 2. Figure 2�a� shows the tem-
erature field at the simulation time 40 ms, and every 5 ms until
5 ms, as shown in Figs. 2�b�–2�d�. Figure 2 also shows the pow-
er injection process. From Figs. 2�b� and 2�c�, it can be clearly
een that the first two powders appeared in Fig. 2�b�, and then fell
nto the melt pool as shown in Fig. 2�c�.

5.2 Pure Metal Dendrite Growth. To validate the current
hase-field model, a pure metal solidification case was calculated.
n a pure metal case, only the phase-field equation and thermal
quation need to be solved. And the Mc� term in the phase-field
quation should be zero in this pure metal solidification case. The
imensionless undercooling threshold value was 0.55 in the
resent study. According to Karma �19�, the length of the solidi-
cation microstructure was scaled by W0 and the time by 	0. Set-

ing W0=1 and 	0=1, other parameters used in this pure metal
alculations were adopted from �19� as follows: 
=6.3829, �=4,
x=
y=0.4, �t=0.008, and �4=0.05. The grid number was
000�1000. Only the first quarter of the calculation domain was
alculated considering the symmetry. For the comparison with
arma’s results, the interface shape was calculated as shown in
ig. 3�a�, and the interface position was chosen at the �=0 con-

our, which was calculated every 5000 iterations. It is evident that
his interface shape is almost identical to that of Karma’s �19�,
hich confirmed that this model is qualitatively correct.
The dendrite tip velocity was also calculated in this pure metal
ase according to Eq. �20�

56 / Vol. 129, JULY 2007
Vtip =
��/�t


��

�20�

The dimensionless dendrite tip velocity is calculated based on

Fig. 2 Calculation results of macro-model „powder velocity
0.15 m/s, powder diameter 120 �m, laser beam power 1000 W,
radius of laser beam 0.7 mm, powder interval 0.2 ms, and laser
absorptivity, 0.3…
Eq. �21�
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V̄tip =
Vtipd0

�
�21�

here d0 is the capillary length. According to the micro-
olvability theory �19�, the steady state dimensionless dendrite tip
elocity is 0.0469. In the current model, the converged dendrite
ip velocity, as shown in Fig. 3�b�, is 0.0451, which is fairly close
o the micro-solvability theory prediction. It appears that this

odel is quantitatively correct, and the difference is about 3.8%.

5.3 Binary Alloy Solidification. In order to compare our cal-
ulation with the comparable results available in the literature
20�, it is suitable to define similar parameters. Thus, the Lewis
umber �Le�, which is defined as the ratio of thermal diffusivity �

ig. 3 Pure metal dendrite growth: „a… interface shape „con-
our �=0… shown every 5000 iterations; „b… convergence of di-
ensionless dendrite tip velocity as increasing iteration num-

er „simulation parameters �=1.5957, �=0.65, �=1, �x=�y
0.4, �t=0.02, �4=0.05…
o solute diffusivity D, is chosen and used for this comparison.

ournal of Heat Transfer
Based on the validation of pure metal solidification, dendrite
growth for binary alloy was simulated with different Lewis num-
bers, which are 10, 20, and 40. Correspondingly, the dimension-
less time steps �t for these three cases are 0.0008, 0.0004, and
0.0002, respectively. Other simulation parameters are chosen as
follows: MC�=0.1, k=0.15, D=4.0, 
=6.3829. The remaining
parameters were kept the same as in the pure metal dendrite
growth case.

Figure 4 shows the calculation results of the phase-field ���,
dimensionless composition field �U�, and dimensionless tempera-
ture field ��� with different Lewis numbers in the current model.
The first column of Fig. 4 is the results obtained from Le=10
case. And the results of the second and third columns come from
Le=20 and Le=40 cases, respectively. The final solid/liquid com-
position can be calculated with Eqs. �8� and �9�. Comparing the
second row with the third row of Fig. 4, it appears that the thermal
boundary layer thickness is much larger than that of the solutal
boundary layer. This arises from the fact that the thermal diffusiv-
ity is 10 to 40 times larger than the solutal diffusivity. It also can
be seen from Figs. 4�a�–4�c� that the second arm appears along
with the primary dendrite arm, and that the second arms begin to
interact and grow competitively with the increase of Lewis
number.

The results of the current model were compared with Ramirez’s
model �20�. Excellent agreement was found except for the range
of the composition field. It was explained that a different value of
Lewis number and different values of 
 were used in the calcula-
tion, which were 
=6.3829, Le=10, 20, and 40 in the current
model, but 
=1.5957, Le=50 in Ramirez’s calculation. It should
be noted that a higher value Lewis number �in the magnitude of
103� is more realistic in a binary alloy. To keep the analysis stable,
however, a much smaller time step needs to be adopted and the
computation time will be increased significantly. Thus, no calcu-
lation efforts were made for a higher Lewis number case in the
current work.

5.4 Results for Coupling Cases. Three different coupling
cases based on the location in the melt-pool were investigated in
this study. The cell location is shown in Fig. 5. All other simula-
tion parameters were kept the same in these three cases. To facili-
tate the understanding of the solidification process in these three
cell locations, the temperature history of these cells is plotted in
Fig. 6, which was obtained from the macroscopic model calcula-
tion.

5.4.1 Case 1. The macrocell was chosen from cell location 1
in Fig. 5, which is located on the solid/liquid interface and on the
left of the melt pool. Considering the workpiece move direction
�to the left�, one can figure out that there will be certain incoming
heat transfer from the right to the left during the following time
step. Figure 7�a� shows the microstructure interface evolution of
cell location 1 from dimensionless time: 0 to 120. The number on
each curve shows the time at which the interface shape was
obtained.

An interesting observation is that the left dendrite tip shows a
greater growth velocity than the right one with the incoming heat
flux from the right to the left side. To analyze the effect of heat
flux on the tip velocity quantitatively, a new code was developed
to count this effect. Figure 7�b� shows the dendrite tip velocity
analysis of a cell located on the left side of the melt-pool.

From Fig. 7�b�, it is evident that the left tip velocity tends to
stabilize before iteration 140,000, which corresponds to the region
that the thermal boundary layer of the dendrite tip is far away
from the calculation domain boundary. The left tip velocity in-
creases significantly after iteration 150,000 due to the interaction
between the tip boundary layer and calculation domain boundary.
The right tip velocity keeps decreasing before iteration 140,000,
and the tip even begins to re-melt at iteration 140,000. The bottom

and top tips show growth patterns similar to that of the left tip; the

JULY 2007, Vol. 129 / 857
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Fig. 4 Calculation Results for alloy solidification with different Lewis num-

bers „MC	=0.1, k=0.15, �=6.3829, D=4.0, �x=�y=0.4, �4=0.05…
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nly difference is that the dimensionless tip velocity of these two
ips lies between the velocity of the left tip and right tip.

5.4.2 Case 2. The macrocell was picked up from the left bot-
om corner of the melt-pool, which is cell location 2 in Fig. 5. The
nterface evolution and dendrite tip velocity analysis were shown
n Fig. 8. The number on each curve has the same meaning as in
ig. 7�a�. It can be found that the heat flux direction in this case is
long the diagonal of the calculation domain, from the right top
orner to the left bottom corner, and that the left and bottom
endrite tips grow faster than the right and top ones.

It is also observed that the size of the dendrite arms at the left
nd bottom branches are larger than that at the right and top due to
he heat flux direction. From Fig. 8�b�, it can be clearly seen that
he left and bottom tips shared almost the same tip velocity, and
he right and top tips shared nearly an identical tip velocity. This is
ust because the thermal gradient direction is nearly 45 deg to the
-axis, and it exerts the same effects on the growth pattern of the
eft and bottom tips. Certainly, the same thermal effects are ap-
lied to the right and top tips.

5.4.3 Case 3. The macrocell was selected from the cell loca-
ion 3 shown in Fig. 5. This cell locates itself in the right front of
he melt-pool, which will soon be heated by the external energy
ource �laser in this study�. Figure 9�a� shows the evolution of the
icrostructure interface. The initial seed in the calculation domain

ndergoes a growth before dimensionless time 40 and subse-
uently melts in the remaining time. The interesting point is that

Fig. 5 Scheme of cell location
Fig. 6 Temperature history of cell 1, cell 2, and cell 3

ournal of Heat Transfer
the faster growth direction before dimensionless time 40 is iden-
tical to the heat flux direction, which is from the left top corner to
the right bottom corner.

Figure 9�b� shows the corresponding dendrite tip analysis for
case 3. It can be observed that the steady state growth is not
reached because the cell locates before the laser beam and soon it
will become the melt-pool. The continuous incoming of heat flux
makes the seed finally re-melt.

Based on the observation of the above three cases, which share
the same calculation parameters except for the location in the
melt-pool, one may conclude that it was the heat transfer that
dominates the dendrite growth pattern in the binary alloy solidifi-
cation during the laser cladding process. With the fluid flow effect
neglected and no macroscale mass transfer included in this model,
however, the thermal-solutal coupling effect on the dendrite
growth pattern may need to be considered in the future work.

5.5 Effect of Undercooling. The effect of undercooling on
the dendrite growth pattern of the solidification microstructure

Fig. 7 Dendritic growth with heat flux case 1 „cell 1… „MC	

=0.1, k=0.15, D=4.0, �=6.3829, Le=10, �t=0.0008, �x=�y=0.4,
�4=0.05…
was also investigated. In this study, all other parameters were kept

JULY 2007, Vol. 129 / 859
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he same with the pure metal case, and only the threshold under-
ooling was varied from 0.45 to 0.75. Given the symmetry of the
alculation domain, only a quarter of the domain was calculated in
his case for simplicity.

Figure 10 shows the calculated phase-field with different under-
ooling. It is clear that one can get a sharp and smooth dendrite
hape if 
=0.45 was chosen, as shown in Fig. 10�a�. With an
ncrease in the undercooling, the necking phenomenon was ob-
erved at the root of the dendrite arm, as shown in Figs.
0�b�–10�d�. In addition, the extent of the necking increased with
n increase in the undercooling. The solidification pattern of 

0.75 is more like the binary alloy case as presented in Fig. 4�b�.
he secondary arm is also observed in the growth process of the
endrite with a higher undercooling.

It was also observed that the CPU time for the simulation de-
reased dramatically with an increase in the undercooling. Con-
idering the same domain size, it is evident that the dendrite tip
elocity increases dramatically with an increase in the undercool-

ig. 8 Dendritic growth with heat flux case 2 „cell 2… „MC	

0.1, k=0.15, D=4.0, �=6.3829, Le=10, �t=0.0008, �x=�y=0.4,
4=0.05…
ng. Figure 11 shows the dendrite tip velocity with the elapse of

60 / Vol. 129, JULY 2007
time �i.e., iteration number�. The simulation result of case 

=0.45 was compared with the prediction from the micro-
solvability theory �19�, and an excellent agreement was found.
Figure 11 clearly shows a higher dendrite tip velocity with a
higher undercooling.

This phenomenon was also reported by Zhao et al. �29�, and
according to their analysis, the dendrite tip velocity is proportional
to 
2 in the 2-D case with a small Péclet number. Figure 12 shows
the relationship between the steady state dendrite tip velocity and
the square of the undercooling. A nearly linear trend was observed
in Fig. 12, which confirms the accuracy of the current model.

6 Concluding Remarks
A multiscale model for the microstructure evolution during la-

ser cladding process has been developed by coupling the macros-
cale model based on the VOF formulation with the microscale
model based on the phase-field model. In the phase-field model,
the effect of anisotropy was included in predicting the dendrite

Fig. 9 Dendritic growth with heat flux case 3 „cell 3… „MC	

=0.1, k=0.15, D=4.0, �=6.3829, Le=10, �t=0.0008, �x=�y=0.4,
�4=0.05…
growth pattern, but the interface kinetics was neglected to sim-

Transactions of the ASME
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lify the modeling work. This multiscale model has excellent po-
ential to simulate the microstructure evolution during the laser
ladding process.

To verify the microscale model based on the phase-field ap-
roach, pure metal dendrite growth was investigated. A good
greement was found with the results reported in the literature.
endritic growth for the binary alloy was also simulated, and the

emperature and composition distribution in the dendritic growth
howed similar patterns observed by other researchers.

This study also investigated the phase-field, dimensionless tem-
erature, and composition evolution at different cell locations in
he melt-pool during the laser cladding process linking the mac-
oscale model with the microscale model. To quantitatively study
he effect of heat flux on the dendritic growth, the dendrite tip
nalysis was carried out. It was observed that the dendrite tip that
rows in the same direction with the heat flux shows a much
igher velocity than a tip that grows in the direction opposite the
eat flux.

The effects of undercooling on the growth pattern of solidifica-
ion microstructure were also studied. It was found that if the
ndercooling was chosen appropriately, a smooth dendrite pattern
ith a suitable dendrite tip velocity could be obtained. A higher

Fig. 10 Effect of undercooling „�… on dendrite growth
 pattern „�=6.3829, �=4.0, �x=�y=0.4, �t=0.08, � =0.05…
endrite tip velocity can be achieved with a greater undercooling.

ournal of Heat Transfer
Fig. 11 Dimensionless tip velocity evolution with different

undercooling
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nearly linear relationship between the steady state dendrite tip
elocity and the square of the undercooling was also observed.

It should be noted that all the results and conclusions obtained
n this study are based on the assumptions listed in Secs. 2 and 3.

ithout these assumptions, the conclusions may not hold for all
he cases. For example, the temperature distribution in the melt
ool may be significantly different if the thermophysical param-
ters of the substrate and powder materials are dependent of tem-
erature. In fact this situation is very likely to take place with the
igh temperature gradient in the melt-pool. If the fluid flow is
ncluded, the governing equations of the micromodel need to be
e-written and thus the evolution of the phase-field, temperature,
nd composition will be totally different with the results shown in
his work. Both of these two situations will be taken into account
n the future work of current project.
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omenclature
as�n� � anisotropy

c � composition of material
Cpl � specific heat of liquid
Cps � specific heat of solid
c� � composition far from the interface
d0 � capillary length
D � solutal diffusivity
F � volume of fluid function
f l � liquid mass fraction
fs � solid mass fraction
gl � liquid volume fraction
gs � solid volume fraction
h � enthalpy
hl � liquid enthalpy
hs � solid enthalpy
I � grid number in x-direction
J � grid number in y-direction
k � equilibrium partition coefficient
kt � thermal conductivity
K � permeability of the two-phase mushy region
L � latent heat of melting

ig. 12 Relationship between dimensionless tip velocity and
quare of undercooling
Le � Lewis number

62 / Vol. 129, JULY 2007
Lm � latent heat of fusion of material
Lv � latent heat for liquid-vapor phase change
m � slope of liquidus line
M � scaled liquidus slope
p � pressure
S � thermal noise strength
T � temperature
Tl � liquidus temperature

Tm � melting temperature of pure solvent
Ts � solidus temperature

t � time

t � macro-time step
�t � micro-time step
U � dimensionless measure of composition
u � velocity in X-direction
v � velocity in Y-direction

us � tangential velocity at free surface
vs � normal velocity at free surface
V � velocity vector

Vtip � dendrite tip velocity

V̄tip � dimensionless dendrite tip velocity
W � interface thickness

W0 � length scale in current study

 � undercooling


x � mesh spacing along X axis

y � mesh spacing along Y axis

Subscripts
l � liquid phase
s � solid phase

Greek Symbols
� � thermal diffusivity
� � dimensionless composition

�4 � anisotropy coefficient
� � phase-field
�l � dynamic viscosity of liquid metal

 � strength of coupling between phase and diffu-

sion fields
� � dimensionless temperature
� � density
�l � density of liquid
�s � density of solid
	 � relaxation time in phase-field model

	0 � time scale in current study
� � random number between −1 and 1
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Numerical Study of Single Bubble
Dynamics During Flow Boiling
Three-dimensional numerical simulation of single bubble dynamics during nucleate flow
boiling is performed in this work. The range of bulk liquid velocities investigated is from
0.076 to 0.23 m /s. The surface orientations at earth normal gravity are varied from an
upward facing horizontal surface to vertical through 30, 45, and 60 deg. The gravity
levels on an upward facing horizontal surface are varied from 1.0ge to 0.0001ge. Conti-
nuity, momentum, and energy equations are solved by finite difference method and the
level set method is used to capture the liquid-vapor interface. Heat transfer within the
liquid micro layer is included in this model. The numerical results have been compared
with data from experiments. The results show that the bulk flow velocity, heater surface
orientation, and gravity levels influence the bubble dynamics. �DOI: 10.1115/1.2717942�

Keywords: numerical simulation, single bubble, flow boiling
ntroduction
Nucleate boiling is a very efficient mode of heat transfer. A

arge number of nucleate boiling studies have been published in
he literature, ever since Nukiyama �1� obtained the first boiling
urve in 1934. Although nucleate boiling under forced flow con-
ition has also been studied extensively, some important aspects
f the problems, such as the effect of bulk velocity, surface orien-
ation, and the magnitude of gravity levels on bubble dynamics,
ave not been resolved. In order to develop a better understanding
f the process, three-dimensional numerical simulations of flow
oiling are carried out in this study.

xperimental Studies

Bubble Dynamics. Gunther �2� was one of the earliest to study
ucleate boiling under forced convection conditions. High-speed,
igh-resolution photographic study was used to investigate the
ffect of forced convection on the mechanisms of heat transfer. It
as found that the bubble size and the bubble lifetime decreased

s bulk fluid velocity was increased.
Van Helden et al. �3� carried out an experimental study of

ubble detachment in vertical flow. They studied nitrogen bubbles
nd steam bubbles in saturated water. The variation of bubble
eparture radii, and the advancing and receding contact angles
ith liquid bulk velocity were investigated. They confirmed the

nverse relationship between detachment radius and liquid
elocity.

Thorncroft et al. �4� investigated vapor bubble growth and de-
arture in vertical up-flow and down-flow conditions in a
2.7 mm square duct, 30 cm long with a nichrome heater strip
ttached to one side of the test section. They used FC87, a per-
uorocarbon fluid, at velocities ranging from 0.11 to 0.38 m/s,

iquid subcoolings from 1°C to 5°C, and wall superheats up to
°C. In upflow, bubbles were observed to remain attached to the
eating surface assuming caplike shape while sliding along the
urface. However, in downflow they observed three regimes of
ubble detachment. At velocities around 0.11 m/s, the bubbles
eparted in upward direction against the bulk fluid velocity. At
lightly higher velocities of about 0.18 m/s, bubbles lifted off

1Address all correspondence to this author.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received May 17, 2006; final manuscript received
anuary 16, 2007. Review conducted by Raj M. Manglik. Paper presented at the 2004
SME International Mechanical Engineering Congress �IMECE2004�, November

3–19, 2004, Anaheim, CA.
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directly above the nucleation sites without sliding. At still higher
velocities of about 0.38 m/s, bubbles slid downwards. Liftoff was
very regular and heat transfer coeffcient was calculated to be
lower than that in upflow. Since vapor bubbles continue to slide
along the heating surface during upflow, they attributed the in-
crease in heat transfer in upflow conditions to the vapor bubble
sliding.

Maity �5� experimentally investigated the effect of bulk veloc-
ity, liquid subcooling, and angle of inclination of the boiling sur-
face with the direction of gravity on bubble dynamics in flow
boiling. He conducted experiments on micro-machined silicon
wafers, with velocities varying from 0.076 to 0.23 m/s, surface
orientations from horizontal to vertical through 30, 45, and
60 deg, and for an inclined downward facing surface. The test
fluid was de-ionized water. Liquid subcooling was studied from
0.2°C to 5.5°C and wall superheats from 4.6°C to 6.9°C. It was
found that the upstream and downstream contact angles were dif-
ferent. The bubble departure diameter and liftoff diameter de-
creased with increasing velocity at all orientations. Liftoff diam-
eter was found to increase when the component of gravity normal
to the heater was decreased.

Dynamic Contact Angle in Flow Boiling. Contact angle is the
angle formed at a point on the line of contact of three phases,
liquid, vapor or gas, and solid. Static contact angle depends pri-
marily on the interfacial tensions between solid and liquid, vapor
and liquid, and solid and vapor. However, the mechanism of dy-
namic contact angle is complex and has not been resolved yet.
Only a few studies have been conducted concerning the contact
angle variation during boiling process.

Al-Hayes and Winterton �6� calculated surface tension force
using different contact angles at the upstream and downstream
fronts of the bubble. The existence of contact angle hysteresis
under dynamic conditions has also been reported by Marsh et al.
�7�, Chibowski and Gonzalez �8�, Shoji and Zhang �9�, and Lin
et al. �10�. Ramanujapu and Dhir �11� studied contact angle dy-
namics on a vapor bubble growing and detaching under pool boil-
ing conditions at a single nucleation site on a silicon wafer sur-
face. They found that the contact angle variation depends on the
sign of interface velocity.

Klausner et al. �12� studied the vapor bubble departure in a
25�25 mm2 horizontal test section with a nichrome heater sur-
face 457 mm long. They conducted experiments with R-113, for
flow velocities up to 1 m/s and wall superheats varying from
10°C to 21°C. They found upstream and downstream contact
angles to be around 45 and 36 deg, respectively, for a typical

bubble. They developed expressions for surface tension force
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ased on some assumed variation of contact angle along the pe-
iphery of the bubble base and concluded that surface tension
lone was not able to prevent vapor bubble from departure. The
iquid drag on the bubble due to asymmetrical bubble growth
cting in the direction opposite to liquid flow was important in
olding the bubble to its nucleation site prior to departure. Klaus-
er et al. �13� developed an expression for drag force on an asym-
etrical bubble due to flow.
Bibeau and Salcudean �14� investigated bubble ebullition in

ertical upflow in a cylindrical annular test section. In the experi-
ents water was used as the test liquid at velocities ranging from

.08 to 1.2 m/s, inlet pressure of 2 to 3 bars, subcooling of
0°C to 60°C, and a heat flux on the stainless steel cylindrical
eater between 100 and 1200 kw/m2. At typical bulk velocity of
.084 m/s, subcooling of 10°C, and wall heat flux of 200 kw/m2

hey observed an upstream contact angle of 43 to 53 deg. The
ownstream contact angle increased from 40 to 44 deg and then
ecreased slightly as the bubble elongated in normal direction.

Qiu and Van der Geld �15� reported an apparent downstream
ontact angle for an injected nitrogen bubble, which touched the
eater surface at the side. They concluded that the upstream con-
act angle was higher than the downstream contact angle.

Kandlikar and Stumm �16� conducted an experimental study of
pstream and downstream contact angles. They used water as the
est liquid in a rectangular aluminum channel, 3�50 mm2 cross
ection and 300 mm long. The upstream and downstream contact
ngles were measured from the top and the side views of bubbles.

model based on a control volume approach was developed for
he front and rear regions of the bubble. They concluded that the
pstream and downstream contact angles were dependent on the
ow velocity. It was stated that as the surface velocities increase,

he receding contact angle drops to a low value and then remains
lmost constant for higher velocities. However, the advancing
ontact angle did not change appreciably with the interface veloc-
ty.

Effect of Gravity. Flow boiling offers attractive means for in-
reasing heat transfer in micro-gravity environments. Most of the
tudies reported in literature have been conducted at earth normal
ravity either in vertical up- or downflow directions or horizontal
ith the heater facing upwards.
Kirk et al. �17� studied flow boiling at various orientations of

he heater surface. They used R-113 at velocities of 0.041
o 0.324 m/s, subcooling from 2°C to 11°C, and wall heat fluxes
ess than 130 kw/m2. The test surface had a thin gold film depos-
ted on a copper heater. They observed that a decrease in the
ormal component of buoyancy force increases heat transfer. For
negative normal component of buoyancy, heat transfer is en-

anced only at low levels of heat flux as long as flow velocity is
nough to sweep away the bubbles. Increasing flow velocity, how-
ver, reduces the effect of buoyancy. In downward facing condi-
ions, bubbles tend to coalesce and depart as vapor slugs. Their
onclusion was that the effect of flow velocity on nucleate boiling
eat transfer depends strongly on surface orientation at low
elocities.

Lee and Merte �18� measured vapor bubble growth in micro-
ravity using R-113 with transient heating of a flat surface. Mea-
urements of vapor bubble growth were compared to a hemi-
pherical bubble model for a combination of an initially uniform
nd a nonuniform superheated liquid layers. They found that the
ubble growth rate depended upon the initial temperature distri-
ution around the bubble, which is directly related to the heat flux
nd heating time leading up to nucleation.

Qiu and Dhir �19� presented an experimental study of growth
nd detachment processes of single and multiple bubbles formed
n a heated surface in pool conditions. This study was conducted
n the low gravity environment during the parabola flights of KC-
35 aircraft. Water was used as the test fluid. They found that for

ingle bubbles, the bubble departure diameter can be approxi-

ournal of Heat Transfer
mately related to the gravity level through the relation Dd

�1/�g. The growth periods were found to be very sensitive to
liquid subcooling at a given wall superheat. Horizontal mergers of
two to three bubbles were also observed. The base areas of vapor
stems underneath the bubbles on the heater surface rapidly de-
creased after the merger. During and after bubble merger the liq-
uid still filled the space between the vapor mass and the heater
surface so as to form mushroom type bubbles. They also found
that the merger caused liftoff of the vapor mass from the surface
with a smaller equivalent diameter than that of a single bubble
departure diameter at the same gravity level. As such the variation
of bubble diameter at departure as inverse square root of gravity
did not hold good for bubbles that departed after merger. Straub
�20� has reported from low-gravity boiling experiments that the
bubble diameter at departure varies approximately as 1/�3g. These
data were not obtained for single bubbles but were obtained when
boiling occurred on the entire surface. Thus it is quite possible
that vapor bubble merger occurred on the heater surface prior to
bubble departure.

Ma and Chung �21� reported results of a single vapor bubble
that nucleated and grew in a flow field of FC-72 on a flat surface
in terrestrial gravity and in micro-gravity. Bubble nucleation,
growth, and departure in micro-gravity with different flow rates
were observed with a CCD camera. They found that the forced
convection would affect the downstream side of a bubble signifi-
cantly in micro-gravity while the upstream edge of a bubble
seemed to be unaffected by the flow. They observed that the high
flow rate would offset the buoyancy effects. As a result, the
bubble shape and bubble generation frequency tended to be simi-
lar to that in normal gravity.

Numerical Studies. It is a challenging task to develop a nu-
merical technique for two-phase flow with moving interfaces from
a computational point of view. The shape and movement of the
interface and the geometric configuration of each phase need to be
computed as part of the solution. The large property jumps, asso-
ciated with phase change, also add to the complexity of the solu-
tion method.

Sussman et al. �22� presented a level-set approach for comput-
ing incompressible two-phase flow without phase change. By
keeping the level set as a distance function, the interface was
easily captured by the zero level-set. The calculations were made
for air bubbles in water and falling water drops in air with satis-
factory results. Though the level-set method is easy to use, the
numerical discretization of the level-set formulation does not sat-
isfy mass conservation in general. Chang et al. �23� introduced a
volume correction step to the level-set formulation in 1996. By
solving an additional Hamilton-Jacobi equation, the mass was
forced to be conserved.

Son et al. �24� developed a model for growth of a single bubble
on a heated surface using complete numerical simulations. The
model, based on Sussman’s level-set approach, captures the evolv-
ing bubble interface and offers many improvements over previ-
ously published semi-empirical and analytical models. The im-
provements include simultaneous treatment of micro and macro
regions and calculation of evolving shape of the bubble �see for
example, Stephan and Hammer �25��. The model of Son et al.
yields the spatial and temporal distribution of the wall heat flux,
the microlayer contribution, and the interfacial heat transfer. In the
model a static contact angle was used both for the advancing and
receding phases of the interface. The numerical results were found
to agree well with data from experiments. One possible reason for
the good agreement is that the constant contact angle used in the
numerical model nearly represents the average value of the ad-
vancing and receding contact angles �static contact angle� and the
bubble is symmetrical in pool boiling. Also, the time over which
the receding contact angles prevails is much shorter than that for
the advancing contact angle. In 2001, Son �26� modified Chang et

al.’s �23� formulation and included the volume correction into the

JULY 2007, Vol. 129 / 865
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oiling heat transfer model. Abarajith and Dhir �27� used the
odel to study the effect of contact angle on the growth and

eparture of a single bubble on a horizontal heated surface during
ool boiling under normal gravity conditions. They showed that
or contact angles between 90 and 20 deg the bubble departure
iameter decreased nearly linearly with decrease in contact angle.
he growth period, however, decreased nonlinearly with reduction

n contact angle. Abarajith et al. �28� also studied the effects of
ravity and bubble merger on bubble departure diameter and de-
arture time for water and PF5060. For a given gravity level both
ere found to depend on the spacing between adjacent nucleation

ites. Mukherjee and Dhir �29� presented bubble dynamics and
eat transfer associated with lateral bubble merger during transi-
ion from partial to fully developed nucleate boiling. The results
how that merger of multiple bubbles significantly increases the
verall wall heat transfer. This enhanced wall heat transfer is
aused by trapping of the liquid layer between the bubble bases
uring merger and by drawing of cooler liquid towards the wall
uring contraction of the bubble base after merger.

Takahira and Banerjee �30� presented a numerical simulation of
ubble growth and detachment in flow boiling. In their work, gas
as injected into liquid through a small opening. Dirichlet bound-

ry conditions for the level-set function were used to keep the
evel-set function zero at the edge of the opening. The numerical
esults were compared with experimental data and were found to
e qualitatively in agreement with data from experiments.

umerical Model
This section presents the computational model used in this

tudy. The model is based on the level-set formulation, which is
sed to track the interface. In this model, the computational do-
ain is divided into the micro and macro regions. The micro

egion contains the thin film that forms underneath the bubble
hereas the macro region consists of the bubble and the liquid

urrounding the bubble. Equations governing each of these re-
ions are discussed in the following sections.

Figure 1 shows the three-dimensional computational domain
sed in the numerical simulation under an imposed flow field. The
omain is rectangular in shape, with the calculations performed
sing Cartesian coordinates. The bottom of the domain is defined

ig. 1 Computational domain used in the numerical
imulation
s the wall. A nucleating bubble is placed on the wall. The simu-

66 / Vol. 129, JULY 2007
lations are carried out with a uniform grid. All simulations con-
sider only one-half of the bubble, exploiting the planar symmetry
of the geometry.

Micro Region. The microlayer contribution to heat flux is de-
termined through solving the conservation equations under the
assumption of applicability of lubrication theory. Lay and Dhir
�31� and Son et al. �24� have modeled and numerically solved for
the shape of the microlayer underneath the bubble using the lubri-
cation theory. The radial variation in thickness of the microlayer is
governed by capillary pressure, disjoining pressure, recoil pres-
sure, and viscous stresses. The evaporative heat flux across the
liquid-vapor interface is calculated using the modified Clausis-
Clayperon equation. A fourth-order ordinary differential equation
for microlayer thickness is obtained by combining mass, momen-
tum, and energy equations as:

��� = f��,��,��,��� �1�

where the �� denoted � /�r.
The boundary conditions for the above equation are as follows:

�i� at r=R0 �radius of inner edge of microlayer�

� = �0, �� = �� = 0 �2�

where �0 is of the order of molecular size.
�ii� at r=R1 �radius of outer edge of microlayer�

� =
h

2
, �� = 0 �3�

where h /2 is the vertical distance to the first computa-
tional node for the level-set function, from the wall. In
implementing the above boundary conditions the radius R1
is determined from the solution of the macro region. For a
given dispersion constant, the micro layer formulation
�Eq. �1�� and R0 are solved with the five boundary condi-
tions �Eqs. �2� and �3��. In this work an apparent contact
angle is defined as,

tan � =
h/2

�R1 − R0�
�4�

An iterative procedure is used to satisfy Eq. �4�.

For sliding bubbles, the apparent contact angle is different in
the upstream and downstream directions as described later. The
contact angles between the upstream and downstream sides are
interpolated using,

� = �dn +
��up − �dn�

2
�1 + tanh�� − 2��� �5�

where angle � varies from 0 �upstream side� to � �downstream
side� and �up and �dn are the upstream and downstream contact
angles, respectively. An expression for the rate at which vapor is
produced from the microlayer is written as,

V̇micro =�
R0

R1 kl�Tw − Tint�
�vhfg��Vmicro

�6�

where �Vmicro is a vapor side control volume near the micro re-
gion, which has been arbitrarily chosen to be R1−3h	r	R1, and

0	y	h. V̇micro is included in the mass conservation equation
used in the solution of the macro region. It should be noted that
both the micro and macro regions are coupled through the match-
ing of the contact angle at the outer edge of the microlayer and

through the inclusion of V̇micro as a source term in the solution of
the macro region. The two-dimensional solution of the microlayer
is used even in the three-dimensional cases under the assumption
that no cross flow exists. As such the microlayer solution is ob-

tained for discrete points along the periphery of the bubble base.

Transactions of the ASME
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Macro Region

Governing Equations. The governing equations for the macro
egion are discussed in this section. Note that on account of the
resence of vapor-liquid interface and evaporation, additional
erms are included in the momentum and continuity equations.
he momentum equation, which includes surface tension force
nd buoyancy force, can be written as,

��ut + u · �u� = − �p + �g − ��T�T − Tsat�g − 
� � H + � · � � u

+ � · � � uT �7�

here 
 is the surface tension, H is the Heaviside function, and �
s the curvature of the interface. The Boussinesq approximation is
sed to model the buoyancy term. By assuming vapor temperature
s saturation temperature, the energy equations for liquid and va-
or phases are written as,

�cpl�Tt + u · �T� = � · k � T for H 
 0 �8�

T = Tsat for H = 0 �9�
The continuity equation is derived by including the effect of

olume expansion due to liquid-vapor phase change at the inter-
ace and contribution from microlayer,

� · u =
m

�2 · �� + V̇micro �10�

here V̇micro is obtained from the microlayer solution. The curva-
ure of the interface is defined as,

���� = � · � ��

����	 �11�

The mass flux of liquid evaporating at the interface is given by,

m = �l�uint − ul� = �v�uint − uv� =
k � T

hfg
�12�

To prevent numerical instability arising from discontinuous ma-
erial properties across the interface, the Heaviside function, H,
efined over three grid spacings, is utilized for smoothing out the
roperty variations:

H = 

1, � � + 1.5h

0, � 	 − 1.5h

0.5 +
�

3h
+ sin�2��

3h
	� �2�� , � 	 + 1.5h�

here h is equal to one grid spacing. H remains 1 in the liquid
hase and 0 in the vapor phase. The density, viscosity, and appar-
nt conductivity are defined using Heaviside function as,

� = �v + ��l − �v�H �13�

�−1 = �v
−1 + ��l

−1 − �v
−1�H �14�

k−1 = kl
−1H �15�

t may be noted that Eq. �15� is consistent with the assumption
hat the vapor temperature remains constant at Tsat.

The level-set function, �, is defined as the signed distance func-
ion from the interface. It is positive in the liquid phase and nega-
ive in the vapor phase. The interface separating the two phases is
et as zero. The level-set function, �, is advanced at the rate of
nterfacial velocity, uint.

�t + uint · �� = 0 �16�
This ensures that the zero level-set is always maintained at the

iquid-vapor interface. Generally, this equation does not satisfy the
ondition that the level set function should be maintained as a

istance function, ����. Therefore, the level-set function, �, is

ournal of Heat Transfer
reinitialized as a distance function from the interface at each time
step by obtaining a steady-state solution of the equation,

�� =
�0

��0 + h2
�1 − ����� �17�

where �0 is a solution of Eq. �16� and � is an artificial time. While
the level-set function is computed numerically from Eqs. �16� and
�17�, it is found that the total mass of vapor region is not con-
served accurately. To preserve the mass conservation during the
calculation process, the following volume correction step is added
to the level set formulation,

�� = �V − V0����� �18�

where V is the bubble volume computed from � and V0 is the
bubble volume when mass conservation is satisfied. The rate of
evaporation or condensation at the interface is determined by the
rate of heat transfer from the liquid side, the accuracy of which
depends on the grid size. Thus the magnitude of error that is
propagated with time is dependent on the grid size that is
employed.

In carrying out numerical simulation, the characteristic length,
l0, and the characteristic velocity, u0, are defined as,

l0 = �
/g��l − �v� �19�

u0 = �gl0 = � 
g

�l − �v
	1/4

�20�

The characteristic time is obtained by dividing the characteristic
length with characteristic velocity. When analyzing reduced grav-
ity cases, l0 and u0 for earth normal gravity are used.

Assumptions. The following assumptions are made during the
analysis;

• Flow is incompressible.
• The thermodynamic properties of the individual phases are

assumed constant since the investigation is performed for
low superheats.

• The vapor inside the bubble is at saturation temperature.
• The wall temperature remains constant. Under constant heat

flux conditions the wall temperature will vary spatially and
temporally. The effect of this variation on bubble dynamics
is not considered to be of first order.

• The flow is symmetric about the mid plane, thus only half of
the domain needs to be calculated.

• The flow is laminar.

Solution Method. The projection method is used to solve the
complete incompressible Navier-Stokes equations. In the first
step, a preliminary velocity field is computed utilizing the mo-
mentum equations. This velocity does not satisfy the continuity
equation. In the second step, a Poisson type equation derived us-
ing the continuity equation is solved to obtain the pressure. In the
last step, the preliminary velocity field is projected onto a
divergence-free velocity field using the computed pressure. In this
study, the projection method is formulated in a staggered grid
system in which the locations for velocity components are dis-
placed from those for pressure and temperature. The semi-discrete
equations are given as,

��u* − un

�t
+ un · �un	 = − �pn + �g − ��T�T − Tsat�g − 
� � H

+ � · � � u* + � · ���un�T �21�

u** = u* + �t
�pn

�
�22�

Equation �21� is solved using the pressure evaluated at the pre-
vious time step. Thereafter, the resulting velocity, u*, which does

not satisfy the continuity equation, is corrected, as given by Eq.
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22�. Substituting Eq. �22� into the continuity equation �Eq. �10��,
he governing equation for pressure is obtained as,

� ·
�pn+1

�
=

1

�t
�� · u** −

m

�2 · �� − V̇micro	 �23�

hus, the velocity at time step n+1 can be obtained as,

un+1 = u** − �t
�pn+1

�
�24�

To accelerate computations, multigrid and block correction
ethods are used. The discretized equations are solved by a line-

y-line TDMA �tridiagonal matrix algorithm�. During the compu-
ations, time steps are small enough to satisfy the CFL condition.

Initial Condition. Initially, at t=0, it is assumed that a fully
eveloped thermal and hydrodynamic boundary layer is present
n the surface. The initial thermal boundary layer thickness, �T, is
valuated from the turbulent boundary layer heat transfer correla-
ion for an isothermal flat plate �32� as Nux=0.0287Rex

0.8Pr0.6. In
his study, x, which is the distance from the inlet to the cavity, is
aken to be 0.15 m to facilitate comparisons with the experiments
f Maity �5�. It should be noted that because no precaution was
aken in the experiments to laminarize the flow, the measured
emperature profile in the thermal layer was more representative
f turbulent boundary layer even at Reynolds numbers smaller
han those at transition from laminar to turbulent flow. After �T is
btained, the hydrodynamic boundary layer thickness, �, is calcu-
ated from the expression � /�T=1.026Pr1/3.

The initial temperature and velocity profiles are written as,

uin

U
= � y

�
	1/7

�25�

Tin − Tsat

Tw − Tsat
= 1 − � y

�T
	1/7

�26�

The computational model assumes the flow to be laminar. How-
ver, the initial thickness of the hydrodynamic and thermal bound-
ry layers is for the turbulent boundary layer. This seemingly con-
radictory approach was taken to better simulate the conditions
hat existed in the experiments at bubble inception and where no
ffort was made to laminarize the flow. The limitation of the
resent work is that it does not simultaneously model turbulent
ydrodynamics and thermal boundary layers. It should also be
oted that after growth and departure of a bubble, the temperature
nd velocity profiles in the vicinity of the nucleation site will be
istorted. However, in time these profiles will recover to their
nitial condition. In the absence of quantitative information re-
arding the waiting time, in the present work, it is assumed that
he profiles fully recover �i.e., the waiting time is infinite�. Any
eviation, in the experiments, from this assumption will lead to
ome differences in the predicted and observed bubble growth rate
nd bubble departure and liftoff times. The assumed initial tem-
erature profile does influence the bubble growth rate and depar-
ure and liftoff times. However, the resulting deviation diminishes
s the bubble begins to slide because of the disturbance created by
he bubble plays a more pronounced role.

Boundary Conditions. The boundary conditions for the govern-
ng equations are as follows,

u = uin�y�, v = 0, w = 0, T = Tin�y�, �x = 0 at x = 0

u = 0, v = 0, w = 0, T = Tw, �y = − cos � at y = 0

u = 0, v = 0, w = 0, Tz = 0, �z = 0 at z = 0
�27�

ux = 0, vx = 0, wx = 0, Tx = 0, �x = 0 at x = X
u = 0, v = 0, w = 0, Ty = 0, �y = 0 at y = Y

68 / Vol. 129, JULY 2007
u = 0, v = 0, w = 0, Tz = 0, �z = 0 at z = Z

In flow boiling, the contact angle that forms at the downstream
side is defined as the downstream contact angle and the corre-
sponding interface velocity is taken as positive. The contact angle
that forms at the upstream side is defined as the upstream contact
angle and the corresponding interface velocity is taken as nega-
tive. Figure 2 shows the dynamic contact angle that was reduced
from the video pictures of Maity �5�. Note that Maity used water
as the working fluid and the heating surface was made of a silicon
wafer in his experiments. When the velocity is zero, the static
contact angle is about 30–50 deg. As the interface velocity in-
creases, the downstream contact angle decreases, which behaves
like a receding contact angle since the interface moves over wet
surface. The upstream contact angle increases, which acts like an
advancing contact angle since the interface moves over dry re-
gion. However, at high velocities, both downstream and upstream
contact angles decrease. This is probably because the interface
may drag some liquid underneath the bubble when the interface
velocity is high. Hence there may be a thin liquid layer present
between the bubble and the heating surface. This causes the dy-
namic contact angle on the upstream side to be small as well. At
present we do not have a theoretical basis for the a priori predic-
tion of the upstream and downstream contact angles. The solid
line representing a fit to the data is used as input to the numerical
model. Because, at low contact angles, the measurement uncer-
tainty is large and the measured contact angles are generally larger

Fig. 2 „a… The definition of sliding velocity. „b… Dynamic con-
tact angle as a function of sliding velocity.
than the actual contact angles, the best fit is purposely made to
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nderpredict the low contact angle data. Uncertainty in the contact
ngle affects the shape of the bubble, departure and liftoff diam-
ters, the sliding distance and the growth period. Because of the
ariation of the upstream and downstream contact angles during
ubble growth, no meaningful systematic study to quantify the
ffect of variation in the best fit to the contact angle data has been
erformed. Nevertheless, it was found that larger contact angles
ead to larger bubbles at departure, longer sliding distance, and
onger growth periods. The departure diameter is defined as the
ubble diameter when the bubble begins to slide from the nucle-
tion site, whereas the liftoff diameter is the diameter at which the
ubble leaves the heater surface.

Convergence Check. To choose an appropriate mesh size, grid
ensitivity was tested with 104, 128, 144, and 160 mesh points in
he flow direction of dimensionless length 15. The results are plot-
ed in Fig. 3. As the number of grids increases, the relative differ-
nce in the bubble growth rates becomes small. For 144 and 160
rid points, the difference in the bubble growth periods is less
han 5%. The corresponding difference in the bubble liftoff time is
ess than 2%. To save computing time without losing too much
ccuracy, all computations in this study were carried out with 144
rid points.

esults
In this section, results from numerical simulations carried out

n a horizontal surface are described and compared with data
rom experiments. The test fluid is water. First, the effect of bulk
ow velocity is described. The effects of surface orientation and

ig. 3 „a… Grid sensitivity check. „b… Bubble liftoff time as a
unction of grid number.
ravity levels are discussed in the subsequent sections.

ournal of Heat Transfer
Effect of Bulk Velocity. Bulk flow velocity is one of the main
parameters considered in this study on nucleate flow boiling.
Simulations are performed for three different bulk velocities of
0.076, 0.135, and 0.23 m/s.

Figure 4 shows a comparison of bubble shapes obtained from
numerical calculations and those observed in experiments on a
horizontal surface for U=0.076 m/s and �Tw=5.3°C. The shapes
seen in both cases are similar. The bubble is nearly spherical and
symmetrical in the initial stages. As the bubble grows in size, it
starts to slide and becomes tilted in the direction of flow and the
bubble grows asymmetrically thereafter. The upstream contact
angle increases while the downstream contact angle decreases. In
Fig. 5, the bubble shapes obtained from numerical prediction are
superimposed on the experimental images at four different time
steps. Except for small differences near the base and in the down-
stream direction, good agreement between the bubble shapes can
be seen for all times. Bubbles are assumed to detach from the
surface when the bubble base becomes smaller than the grid size.

Figures 6 and 7 show the velocity and temperature fields, re-
spectively, at the mid-plane of the bubble. The isotherms are plot-
ted between 0 �saturated liquid� and 1 �wall�. The �T between
isotherms is about 1°C. During the sliding motion and liftoff, the
thermal boundary layer at the downstream side thickens and, as a
result, isotherms are pushed outward. The opposite is true on the
upstream side.

A quantitative comparison between numerical simulation and

Fig. 4 The comparison of bubble shape for single bubble on
horizontal surface, U=0.076 m/s, �Tw=5.3°C
experimental data for bubble growth rate is shown in Fig. 8. It is

JULY 2007, Vol. 129 / 869



s
w
o
a
l

h
e
t
e
s

fl
m
s
o
f
t
F
T
h
b
a

o
e
t
s
d

n
t
a
d
m
n
p
s

r

F
=

8

een that results of the numerical simulation agree reasonably well
ith experimental data. However, the liftoff diameter is somewhat
verpredicted. In the experiment the bubble liftoff diameter was
bout 1.5 mm whereas from the numerical calculations the bubble
iftoff diameter is 1.7 mm.

Figure 9 shows the comparison of bubble growth rate on the
orizontal surface for U=0.23 m/s and �Tw=5.3°C. During the
arly phase the bubble growth predicted from numerical simula-
ions is in good agreement with data. But bubble departure diam-
ter and growth period are overpredicted by the numerical
imulation.

A comparison of bubble liftoff diameter as a function of bulk
ow velocity between numerical simulation results and the experi-
ental data of Maity �5� is presented in Fig. 10 for the horizontal

urface for �Tw=5.3°C. The numerical simulations somewhat
verpredict the bubble liftoff diameter. However, the same trend is
ound both in numerical simulation and experimental data, i.e., as
he bulk velocity increases, the bubble liftoff diameter decreases.
igure 11 shows a similar comparison for bubble growth period.
he growth period from numerical simulation is overpredicted at
igher bulk velocities. The reason for the overprediction in higher
ulk velocity could be the inaccuracy in specification of upstream
nd downstream contact angles.

Effect of Surface Orientation. The effect of heater surface
rientation is studied in this section. By changing the surface ori-
ntation from horizontal to vertical through 30, 45, and 60 deg,
he magnitude of gravity, both normal and parallel to the heater
urface, could be varied. The variation affects the bubble
ynamics.

Figure 12 shows a comparison of bubble shapes predicted from
umerical calculations and those observed in experiments on ver-
ical surface, U=0.076 m/s and �Tw=5.0°C. Generally, a reson-
ble agreement is observed between bubble location and shape
uring the entire process of growth at the nucleation site, sliding
otion, and liftoff. In Fig. 13 the bubble shapes predicted from

umerical simulation are overlayed on those observed in the ex-
eriments. Overall the numerical simulations capture the bubble
hape.

Figures 14 and 15 show the velocity and temperature fields,

ig. 5 Quantitative comparison of bubble shapes, U
0.076 m/s, �Tw=5.3°C
espectively, around the mid-plane of the bubble. The thermal

70 / Vol. 129, JULY 2007
layer underneath the bubble is thin, indicating a high rate of heat
transfer there. As the bubble slides, it accelerates and, prior to
liftoff, its velocity exceeds the flow velocity. During the sliding
motion of the bubble, a wake with low heat transfer region devel-
ops upstream of the bubble.

Figure 16 shows the comparison of the bubble growth rate ob-
tained from numerical calculations and that observed in experi-
ments on a vertical surface for U=0.076 m/s and �Tw=5.0°C.
From experiments the bubble growth period is found to be about
60 ms and the bubble liftoff diameter is 2.5 mm; in contrast with
numerical simulation, the bubble grows to around 3 mm in diam-
eter in 70 ms before liftoff.

Figure 17 shows the pressure contours when the bubble is about
to liftoff from the vertical surface. The pressure on the top of the

Fig. 6 Velocity field at the center plane around single bubble
on a horizontal surface, U=0.076 m/s, �Tw=5.3°C
bubble is less than that around the lower portion of the bubble. As
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result of this pressure difference between bottom and top, the
ubble lifts off normal to the vertical heater surface while gravity
cts parallel to the surface.

A comparison of bubble shapes observed in experiments on a
5 deg inclined surface for U=0.076 m/s and �Tw=5.3°C and
redicted from numerical simulations is shown in Fig. 18. Good

ig. 7 Temperature field at the center plane around single
ubble on a horizontal surface, U=0.076 m/s, �Tw=5.3°C
greement is observed during the entire process of growth and

ournal of Heat Transfer
sliding until liftoff. Figure 19 shows a quantitative comparison of
the bubble growth rate predicted from numerical simulations with
that observed in the experiments. In the experiments, the bubble
lifts off between 30 and 45 ms and the bubble liftoff diameter is
2.0 mm, whereas from numerical calculation the bubble growth
period is nearly 51 ms and the bubble diameter at liftoff is
2.4 mm. Figure 20 shows the relation between liftoff diameter and
surface orientation for U=0.076 m/s and �Tw=5.3°C. The mag-

Fig. 8 The comparison of bubble diameter predicted from nu-
merical simulation with experimental data obtained by Maity †5‡
on a horizontal surface, U=0.076 m/s, �Tw=5.3°C

Fig. 9 The comparison of bubble diameter predicted from nu-
merical simulation with experimental data obtained by Maity †5‡
on a horizontal surface, U=0.076 m/s, �Tw=5.3°C

Fig. 10 Effect of bulk velocity on lift off diameter, experimental

data obtained by Maity †5‡

JULY 2007, Vol. 129 / 871
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itude of gravity, both normal and parallel to the heater surface,
hanges with the heater surface orientation varying from 0 deg
horizontal� to 30 deg and then 45, 60, and 90 deg �vertical up�.
his affects the bubble liftoff diameter. The normal component of
ravity decreases with an increase in the angle of inclination.
hus, the contribution of buoyancy towards liftoff becomes
maller when the angle of inclination is increased. Therefore, the

ig. 11 Effect of bulk velocity on growth period, experimental
ata obtained by Maity †5‡

ig. 12 The comparison of bubble shape for single bubble on

ertical surface, U=0.076 m/s, �Tw=5.3°C

72 / Vol. 129, JULY 2007
bubble needs to grow to a larger size to have enough lift to over-
come the forces that keep the bubble on the heated surface. For a
vertical surface, the gravity component normal to the surface is
zero, but the bubble still lifts off. The liftoff, as pointed out earlier,
occurs due to the pressure difference that develops between the
lower and upper portions of the bubble during the sliding motion.
The results from numerical simulation show the same trend as that
observed from experimental data for bulk flow velocity U
=0.076 m/s. As the bulk flow velocity increases, the deviation
between prediction from numerical simulation and data from ex-

Fig. 13 Comparison of bubble shapes, U=0.076 m/s, �Tw
=5.3°C

Fig. 14 Velocity field during bubble growth, sliding and liftoff

on a vertical surface, U=0.076 m/s, �Tw=5.3°C
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eriments increases. One reason could be the extent of dry region
nder the sliding bubble being larger in numerical simulations
han that existed in the experiments.

Effect of Reduced Magnitude of Gravity. In pool boiling, the
ravity level affects signifcantly the bubble growth period and the
ize of the bubbles at liftoff. Although the level of gravity contin-
es to infuence bubble dynamics, its effect under flow conditions
s reduced. Figure 21 shows the bubble diameter at liftoff as a
unction of dimensionless gravity level for an upward facing hori-

ig. 15 Temperature field with temperature interval of 0.5°C
n vertical surface, U=0.076 m/s, �Tw=5.3°C

ig. 16 The comparison of bubble diameter predicted from nu-
erical simulation with experimental data obtained by Maity †5‡
n a vertical surface, U=0.076 m/s, �Tw=5.3°C

ournal of Heat Transfer
zontal surface. The bubble diameter has been normalized with that
�2.2 mm� calculated for earth normal gravity for pool boiling con-
ditions with a static contact angle of 38 deg. The dependence of
bubble diameter on gravity for pool boiling is also included. It can

Fig. 17 The dimensionless pressure contours near the bubble
when the bubble is about to lift off from the vertical surface,
U=0.076 m/s, �Tw=5.3°C

Fig. 18 Comparison of bubble shape predicted from numeri-
cal simulation and observed in experiment for a single bubble

on 45 deg inclined surface, U=0.076 m/s, �Tw=5.3°C

JULY 2007, Vol. 129 / 873
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e seen that the effect of the magnitude of gravity on bubble liftoff
iameter diminishes as flow velocity is increased. Figure 22
hows the ratio of the bubble growth period normalized with that
t earth normal gravity, 34.0 ms, as a function of gravity level.
he effect of the magnitude of gravity on bubble growth period is

educed also as bulk velocity is increased.
Figures 23 and 24 respectively show the dimensionless bubble

iameter and growth period for different gravity levels as a func-

ig. 19 The comparison of bubble diameter as a function of
ime predicted from numerical simulation with experimental
ata obtained by Maity †5‡ on 45 deg inclined surface, U
0.076 m/s, �Tw=5.3°C

ig. 20 Effect of orientation on bubble liftoff diameter, experi-
ental data obtained by Maity †5‡, U=0.076 m/s, �Tw=5.3°C

ig. 21 Bubble diameter at liftoff on an upward facing horizon-

al surface as a function of gravity level, �Tw=5.3°C

74 / Vol. 129, JULY 2007
tion of bulk flow velocity. It can be seen that the magnitude of
gravity shows little effect on the liftoff diameter and growth pe-
riod when flow velocity is 0.23 m/s.

One set of low gravity data from the experiments conducted
aboard NASA’s KC-135 aircraft is available. During the parabolic
trajectory of the aircraft, a gravity level of a few percent of earth
normal gravity is sustained for about 20 s. Figure 25 shows a
comparison between the prediction of bubble growth from nu-
merical simulations with data from experiments when the gravity

Fig. 22 Bubble growth period on an upward facing horizontal
surface as a function of the gravity level, �Tw=5.3°C

Fig. 23 Bubble diameter at liftoff as a function of the bulk flow
velocity for different gravity levels, �Tw=5.3°C

Fig. 24 Bubble growth period as a function of the bulk flow

velocity for different gravity levels
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evel in the KC-135 aircraft was about 1 /20 of earth normal grav-
ty. The bubble liftoff diameter predicted from numerical simula-
ions is reasonably in agreement with that observed in experi-

ents when the liquid had a subcooling of about 1.75°C. The
xperimental data show some oscillations. The reason for this is
ttributed to the turbulence experienced by the airplane. The
loshing of the liquid appears to influence the bubble growth pat-
ern. Because of limited experimental data it is difficult to identify
he exact mechanism of the observed oscillations in the bubble
rowth pattern. Nonetheless, the liftoff diameter and growth pe-
iod are reasonably well predicted from the numerical simulations.

ONCLUSIONS

1. Numerical simulations of single bubble dynamics during
nucleate flow boiling are carried out without making any
approximation to the bubble shape. The effect of micro-layer
evaporation is included in the study. However, the model
does include empirical input from experiments with respect
to the dependence of upstream and downstream contact
angles on the interface velocity.

2. Bubble sliding motion prior to liftoff as observed in experi-
ments is fairly well predicted from numerical simulations.

3. The bubble liftoff diameter is found to decrease with bulk
flow velocity but increases when the component of gravity
normal to the heater surface is decreased.

4. The pressure difference that develops between lower and
upper parts of the bubble during the sliding motion helps the
bubble liftoff from the surface for the vertical up-flow boil-
ing case and reduced gravity conditions.

5. The effect of the magnitude of gravity on bubble liftoff di-
ameter weakens as flow velocity is increased. For flow ve-
locity of 0.23 m/s, the magnitude of gravity appears to have
little effect on bubble liftoff diameter and growth period.
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omenclature
cp � specific heat
g � gravity vector

ge � earth normal gravity
h � grid spacing

hfg � latent heat of vaporization
H � step function
k � thermal conductivity

ig. 25 Comparison of measured bubble diameter and nu-
erical predictions for reduced gravity conditions, g=0.05ge,
Tw=3.8°C, �Tsub=1.5°C, U=0.076 m/s
l0 � characteristic length scale

ournal of Heat Transfer
m � mass flux vector
p � pressure

Pr � Prandtl number
r � radius

Re � Reynolds number
u � velocity vector
U � bulk velocity parallel to the heater surface
u0 � characteristic velocity
V � bubble volume

V̇micro � rate of vapor volume production from the
microlayer

X � length of computational domain in x direction
Y � height of computational domain in y direction
Z � depth of computational domain in z direction

Greek
�T � coefficient of thermal expansion

� � hydrodynamic layer thickness
�T � thermal layer thickness
� � level set function
� � dimensionless similarity variable
� � contact angle
� � interfacial curvature
� � dynamic viscosity
� � inclination angle
� � density

 � surface tension
� � artificial time

Subscripts
dn � downstream
in � inlet

int � interface
l � liquid

sat � saturation
t � � /�t

up � upstream
v � vapor
w � wall
x � � /�x
y � � /�y
z � � /�z
t � � /�t

Superscripts
T � matrix transpose
* � temporary variable
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Numerical Study of a Single
Bubble Sliding on a Downward
Facing Heated Surface
In this study, a complete three-dimensional numerical simulation of single bubble sliding
on a downward facing heater surface is carried out. The continuity, momentum, and
energy equations are solved using a finite-difference method. Level-set method is used to
capture the liquid-vapor interface. The shape of the sliding bubble changes from a
sphere, to an ellipsoid and finally to a bubble-cap. The wall heat flux downstream of the
sliding bubble is much larger than that upstream of the bubble. This indicates that wall
heat transfer is significantly enhanced by sliding motion of the bubble. The bubble shape
and sliding distance predicted from numerical simulations is compared with data from
experiments. �DOI: 10.1115/1.2717943�

Keywords: numerical simulation, bubble, boiling
ntroduction

In boiling, the heat transfer rate is much higher than that for
ingle phase convection. This increase in the heat transfer is not
nly because of phase change at the nucleation sites but also due
o the contribution of the convective motion caused by bubble
ynamics. In a number of heater geometries such as inclined sur-
aces, and cylinders and spheres bubbles slide along the heater
urface prior to lift off from the surface. As such, understanding of
he sliding bubble phenomenon is a prerequisite to modeling of
ucleating boiling heat transfer on these geometries. Only a few
xperimental studies have been conducted on the dynamics of
liding bubbles and associated heat transfer. In this work, we use
hree-dimensional numerical simulation of a single bubble sliding
n a downward facing heater surface to provide an improved un-
erstanding of the process. In the following, a brief review of
tudies available in the literature is provided.

Experimental Studies. Cornwell and Schüeller �1� experimen-
ally studied the influence of sliding bubbles on boiling outside a
ube bundle. The test fluid was R113. It was concluded that a very
hin liquid film �a few microns thick� underneath the sliding
ubbles accounted for the increase in heat transfer. Houston and
ornwell �2� compared the heat transfer rates with and without

liding bubbles. They concluded that the turbulence caused by the
liding bubbles is an important mechanism in enhancing the heat
ransfer from the surface. The evaporation under the bubble also
layed an important role, but it was not as large as that due to the
onvective motion due to sliding bubbles. They also concluded
hat the thickness of the liquid layer underneath the bubble should
e of the order of a few microns.

Akiyama and Tachibana �3� proposed that the sliding bubble
eat transfer augmentation could be modeled as a rough surface
eat transfer problem with bubble diameter treated as the charac-
eristic length. The heat transfer mechanism in fully developed
ucleate boiling was assumed to be dominated by the ejection of
he bubbles agitating the subcooled liquid and the thermal layer.

1Corresponding author.
Contributed by Heat Transfer Division of ASME for publication in the JOURNAL OF

EAT TRANSFER. Manuscript received May 17, 2006; final manuscript received
ecember 1, 2006. Review conducted by Raj M. Manglik. Paper presented at the
005 ASME Heat Transfer Summer Conference �HT2005�, July 15, 2005–July 22,

005, San Francisco, CA.

ournal of Heat Transfer Copyright © 20
Chung and Bankoff �4� reported that sliding bubble increases the
microlayer evaporation significantly and calculated the total heat
transfer to a bubble with a constant radius and step function
lifetime.

The effect of vapor bubble sliding on heat transfer was further
investigated by Thorncroft and Klausner �5�. They suggested that
instead of superposing bulk turbulent heat transfer to that of phase
change, the fact that these two are interrelated should be consid-
ered. They found that the influence of vapor bubble sliding on
forced convection heat transfer could account for as much as 52%
of the total energy transfer. They also argued that bubble dynam-
ics in forced convection is strongly influenced by bulk flow be-
havior and bulk flow turbulent heat transport is influenced by
bubble dynamics.

Qiu and Dhir �6� presented the flow pattern and heat transfer
associated with a bubble sliding along a downward facing heater
surface. The test fluid was PF5060. On a downward facing sur-
face, a single bubble was created at an artificial cavity. The bubble
shape changed from initially a sphere to elongated ellipsoids at the
upper end of the surface. A thin liquid wedge was observed be-
tween the front of the bubble and the heater surface. Holographic
interferometry was used to obtain the temperature field in the
subcooled liquid. Flow pattern around and in the wake of the
bubble was studied by using PIV. Vortices were observed to shed
from the wake of the bubble, resulting in significant wall tempera-
ture drop. Manickam and Dhir �7� measured temperature gradient
around the bubble interface and the heat transfer into or out of the
bubble for saturated and low subcooling cases. They found that
the bubble continues to grow as it slides along the heater surface.
The condensation heat transfer around the bubble interface was
small for ��30 deg, where � is the angle measured from the wall
to the outward normal drawn from the center of bubble. Conden-
sation heat transfer was found to increase until around �=80 deg
and then decreased in the wake region of the bubble.

Bayazit et al. �8� have also reported on the enhancement of heat
transfer caused by a bubble sliding along an inclined surface. The
experimental data were obtained on an electrically heated thin-foil
surface that was exposed on its lower side to FC-87. A sequence
of digital images was obtained from two cameras. The thermal
imprint of the bubble was correlated to its motion and position.
The bubble was generated using a bubble generator developed for
these experiments. The heater surface was at 12 deg inclination
from horizontal and the liquid subcooling was maintained at 5°C
for the experiments reported. Three regimes of bubble motion

were observed: spherical, ellipsoidal, and bubble-cap. A model for
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eat transfer within the microlayer underneath the bubble was
sed to infer the microlayer thickness. Preliminary results showed
microlayer thickness of 40–50 �m for these experiments.

Numerical Studies. Sussman et al. �9� presented a level-set
pproach for computing incompressible two-phase flow. By keep-
ng the level set as a distance function, the interface was easily
aptured by the zero level-set. The calculations were carried out
or air bubbles in water and falling water drops in air with satis-
actory results. Though the level-set method is easy to use, the
umerical discretization of the level-set formulation does not sat-
sfy mass conservation, in general. Chang et al. �10� introduced a
olume correction step to the level-set formulation in 1996. By
olving an additional Hamilton-Jacobi equation to steady state, the
ass was forced to be conserved.
Son et al. �11� developed a model for growth of an isolated

ubble on an upward facing heated surface using complete nu-
erical simulation. The model, based on Sussman’s level-set
ethod, captures the bubble interface and offers many improve-
ents over previously published models. It yields the spatial and

emporal distribution of the wall heat flux, the microlayer contri-
ution, and the interface heat transfer. In the model a static contact
ngle was used both for the advancing and receding phases of the
nterface. The use of the static contact angle was justified on the
asis that static angle represents the average value of the advanc-
ng and receding contact angles and the bubble is symmetrical in
ool boiling case.

Also, the time over which the receding contact angles prevails
s much shorter than that for the advancing contact angle. The
umerical results agreed well with data from experiments. In
001, Son �12� modified Chang et al.’s formulation and included
he volume correction formulation into the boiling heat transfer

odel. More recently, Takahira et al. �13� have developed another
ass correction algorithm to be used with the level set formula-

ion by employing a multiplier of order one. The multiplier was
valuated from experience rather than a generalized algorithm.
ajumder and Chakraborty �14� have proposed a level set formu-

ation combined with the volume fraction function as an alterna-
ive to the step function. However, compared to the step function
valuated algebraically, the volume fraction formulation requires
uite complicated geometric calculations between the volume
raction and a piecewise linear interface constructed from the
evel-set function. The above-mentioned numerical techniques for
etter mass conservation have not been extended to two-phase
ows with phase change. Li and Dhir �15� extended Son’s model
12� to flow boiling. By employing a dynamic contact angle and
nterface velocity relationship, the numerical results were found to

ig. 1 Computational domain used in the numerical
imulation
gree well with data from experiments.
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Numerical Model
This section presents the 3D computational model used in this

study. The computational domain is divided into the microregion
and the macroregion. The microregion is a thin film that lies un-
derneath the bubble, whereas the macroregion consists of the
bubble and the liquid surrounding the bubble. The governing
equations for mass, momentum, and energy are numerically
solved for each of these two domains. Combining the mass, mo-
mentum, and energy equations for the microlayer, the radial varia-
tion of the film thickness is obtained as �11�

� �� = f��,��,� �,� �� �1�

where the �� denoted � /�r.
The boundary conditions for Eq. �1� are as follows:
�i� At r=R0 �inner radius—outer radius of dry region�

� = �0, �� = � � = 0 �2�

where �0 is of the order of molecular size.
�ii� At r=R1 �outer radius�

� =
h

2
, � � = 0 �3�

where h /2 is the vertical distance to the first computational node
for the level set function, from the wall. In implementing the
above-presented boundary conditions the radius R1 is determined
from the solution of the macroregion. For a given dispersion con-
stant, the microlayer formulation �Eq. �1�� and R0 are solved with
the five boundary conditions �Eqs. �2� and �3��. In this work an
apparent contact angle is defined as

tan � =
h/2

�R1 − R0�
�4�

For sliding bubbles, the apparent contact angle is different in
the upstream and downstream directions as described later. The
contact angles between the upstream and downstream sides are
interpolated using

� = �dn +
��up − �dn�

2
�1 + tanh�� − 2��� �5�

where angle � varies from 0 �upstream side� to � �downstream
side� and �up and �dn are the upstream and downstream contact
angles, respectively. An expression for the rate at which vapor is

Fig. 2 Microlayer heat transfer per unit length in the circum-
ferential direction as a function of contact angle „�Tw=0.5°C…
produced from the microlayer is written as
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V̇micro =�
R0

R1 kl�Tw − Tint�
�vhfg�	Vmicro

�6�

here 	Vmicro is a vapor side control volume near the microre-
ion, which has been arbitrarily chosen to be R1−3h
r
R1 and


y
h. V̇micro is included in the mass conservation equation
sed in the solution of the macroregion.

A staggered grid is used in the finite difference scheme. To
ccelerate computation, multigrid and block correction methods
re used. The discretized equations are solved by a line-by-line
DMA �Tridiagonal Matrix Algorithm�.
Figure 1 shows the computational domain used in the numerical

imulation of the macroregion, X=160 mm, Y =23 mm, and Z
11.5 mm. Only half of the bubble is considered since the bubble

s symmetric about the flow direction. Level-set formulation is
sed to track the interface. The level-set function, �, is defined as
he signed distance function from the interface. The negative sign

ig. 3 „a… The definition of interface velocity and „b… dynamic
ontact angle as a function of interface velocity
s chosen for the vapor phase and the positive sign for the liquid

ournal of Heat Transfer
phase. The distance function � is zero at the interface separating
the two phases. The shape of the growing bubble is tracked by
noting the zero level-set. The governing equations of mass, mo-
mentum, and energy for the vapor-liquid region can be formulated
as

� · u = −
1

�
� ��

�t
+ u · ��� + V̇micro �7�

or after algebraic manipulation can be written as

� · u =
m

�2 · �� + V̇micro �8�

��ut + u · �u� = − �p + �g − ��T�T − Tsat�g − �
 � H + � · � � u

+ � · � � uT �9�

�cpl�Tt + u · �T� = � · k � T for H � 0

T = Tsat for H = 0 �10�
where

m = �l�uint − ul� = �v�uint − ul�

� = �v + ��l − �v�H

k−1 = kl
−1H

�−1 = �v
−1 + ��l

−1 − �v
−1�H

uint = u +
m

�

H = �
1, � � + 1.5h

0, � � − 1.5h

0.5+ �
3h

+sin�2��
3h �

�2�� , � 
 + 1.5h	
The level-set function f is advanced at the rate of the interfacial

velocity uint and is reinitialized as

�t + uint · �� = 0 �11�

�� =
�0


�0 + h2
�1 − ����� �12�

�� = �V − V0����� �13�

where �0 is a solution of Eq. �11� and � is an artificial time. To
eliminate volume loss effects, Eq. �13� is added to the whole
calculation procedure, where V is the bubble volume and V0 is the
bubble volume which should satisfy mass conservation. Gener-
ally, bubble volume, V, calculated from Eq. �12� is smaller than
the volume of the bubble, V0, because of the numerical discreti-
zation in the level set formulation. By solving Eq. �13� to attain

Table 1 Thermophysical properties of PF-5060

Quantity Unit Liquid Vapor

� kg/m3 1620.0 13.4
cp kJ/kg K 1.10 2.02
k W/mK 0.0522 0.0248
� kg/ms 2.8�10−7 2.57�10−7

hfg J/kg 8.45�104
�T K−1 1.64�10−3

� N/m 8.27�10−3
steady state, the bubble volume V approaches V0, which for con-
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tant liquid and vapor densities guarantees mass conservation at
very time step.

The boundary conditions for the governing equations are as
ollows:

u = 0, v = 0, w = 0, T = Tsub, �x = 0 at x = 0

u = 0, v = 0, w = 0, T = Tw, �y = 0 at y = 0

u = 0, v = 0, w = 0, Tz = 0, �z = 0 at z = 0
�14�

ux = 0, vx = 0, wx = 0, Tx = 0, �x = 0 at x = X

u = 0, v = 0, w = 0, Ty = 0, �y = 0 at y = Y

u = 0, v = 0, w = 0, Tz = 0, �z = 0 at z = Z

he vapor in the bubble was assumed to remain at the saturation
emperature. As such, the energy equation in the vapor is not
olved.

The simulations are carried out on a uniform grid with mesh
oints of 448�64�32. All simulations consider only half of the

Fig. 4 Evolution of bubble shape fo
ubble, exploiting the planar symmetry of the geometry. The ini-

80 / Vol. 129, JULY 2007
tial temperature profiles are obtained according to similarity solu-
tion �Bejan, Ref. �16�� for laminar natural convection boundary
layer as

� =
x

y
Ray

1/4 �15�

During the computations, chosen time steps are small enough to
satisfy the Courant-Friedrichs-Levy �CFL� condition.

The volume expansion due to microlayer evaporation is added
using the model by Son et al. �11�. Figure 2 shows qmic� which is
the microlayer heat transfer per unit length in the transverse di-
rection as a function of contact angle. As can be seen from Fig. 2,
the microlayer heat transfer increases significantly when the con-
tact angle becomes small.

The dependence of contact angle on interface velocity is given
in Fig. 3. In flow boiling, the contact angle which forms at the
downstream side is defined as downstream contact angle and the
corresponding interface velocity is taken as positive. The contact
angle which forms at the upstream side is defined as upstream
contact angle and the corresponding interface velocity as negative.

=75 deg, �Tw=0.5°C, �Tsub=0.6°C
r �
Figure 3 shows the dynamic contact angle which was obtained
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rom the video pictures of Maity �17�. Note that Maity used water
s the working fluid and the heating surface was part of a silicon
afer in his experiments. When the interface velocity is zero, the

tatic contact angle is around 30–50 deg, as the interface velocity
ncreases, the downstream contact angle decreases, which behaves
ike receding contact angle since the interface moves over wet
urface. The upstream contact angle increases, which behaves like
dvancing contact angle since the interface moves over the dry
egion. However, at high velocities, both downstream and up-
tream contact angles decrease probably because of dragging of
iquid underneath the rapidly moving interface. The solid line,
hich is the fit to the data, is used as the input to the numerical
odel.

esults
The thermophysical properties of PF-5060 used in calculation

re listed in Table 1. The length scale and velocity scale are de-
ned as l0=
� /g��l−�v� and u0=
gl0, respectively, in the nu-
erical simulations. All the thermophysical properties are evalu-

ted at one atmosphere pressure. Using these properties, the
haracteristic length scale for PF-5060 is 0.72 mm and character-
stic velocity is 0.084 m/s. For the case discussed in this paper,
he angle of inclination of the test surface was �=75 deg with the
ertical. The wall superheat and bulk fluid subcooling were taken
o be 0.5°C and 0.6°C, respectively, so that the numerical results
ould be compared with the data available from experiments.

On the left-hand side of Fig. 4, both top view and side views
btained from numerical simulations as the bubble slides along
he heater surface are shown. The bubble shape changes from
lmost a sphere initially to an ellipsoid and finally to a cap-shaped
ubble at the downstream end of the inclined surface. The bubble
hapes obtained from experiments are shown on the right-hand
ide and are found to compare reasonably well with the shapes
reviously obtained by Qiu and Dhir �6� and Manickam and Dhir
7�. However, the numerical model fails to predict sharp thinning
f the bubble at the tips. This could be a result of the inaccuracy
n the calculation of the liquid shear stress at the bubble tip and/or
ue to the size of the grid used in the simulations.

Figures 5 and 6 show the comparison of bubble growth and
liding distance between numerical simulation and experimental
ata, respectively. Since the bubble is not spherical in shape, the
iameter of a bubble is the diameter of the sphere whose volume
s equal to the bubble volume. It can be seen that the numerical
imulation results agree well with experimental results.

The flow pattern around the sliding bubble predicted from nu-
erical simulations is compared in Fig. 7 with the experimental

ata �6�. As the bubble slides, it pushes the liquid away from the

ig. 5 The bubble diameter as a function of time for �=75 deg,
Tw=0.5°C, �Tsub=0.6°C, experimental data obtained by Man-

ckam and Dhir †7‡
all in the front and there is obvious motion normal to the surface

ournal of Heat Transfer
at the top of the bubble. A vortex can be clearly seen behind the
sliding bubble though the size of the vortex in the numerical simu-
lations is smaller than that found in the experiments. The bubble
shape shown in Fig. 7 is the bubble shape in the midplane. The
concave shape of the interface on the downstream side predicted
from the numerical simulation is not consistent with experimental
observations which shown flat or slightly convex interface. This
discrepancy needs to be resolved through further work.

Figure 8 shows the temperature field around the bubble at the
midplane before and after it passes location ��123 mm� upstream
of the nucleation site. Before the bubble passed the location, the
temperature field simply corresponds to a fully developed natural
convection. The isotherms are parallel to the heater surface. After
the bubble passes the location, the isotherms become much denser
behind the bubble. This indicates that the heat flux increases sig-
nificantly behind the bubble. In reality, the wall temperature may

Fig. 6 The bubble sliding distance as a function of time for �
=75 deg, �Tw=0.5°C, �Tsub=0.6°C, experimental data obtained
by Manickam and Dhir †7‡

Fig. 7 Comparison of flow pattern „a… experimental results
„Qiu and Dhir †6‡… and „b… numerical simulation, for �=75 deg,

�Tw=0.5°C, �Tsub=0.6°C

JULY 2007, Vol. 129 / 881
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ecrease because of the high heat flux. In the numerical simula-
ions, wall temperature was assumed to remain constant.

Figure 9 shows the temporal distribution of the components of
he total interfacial heat transfer to the bubble. The microlayer
eat transfer is dominant for this case. This is because the contact
ngle is very small as the bubble slides on the surface and the
ontact area increases significantly. The role of heat transfer asso-
iated with evaporation and condensation, respectively, is calcu-
ated by integrating the heat flux into or out of the bubble around
he interface. The microlayer heat transfer rate is obtained by mul-
iplying the heat transfer rate per unit length given in Fig. 2 by the
ircumference of the interface.

Figure 10 shows the temporal variation of Nusselt number
ased on the heater surface area averaged heat flux at the wall,
u. Since these numerical simulations were carried out for the
rst bubble, for about 1.4 s, the magnitude of Nusselt number

ig. 8 Temperature field „a… before bubble passes and „b… after
ubble has passed predicted from numerical simulation for �
75 deg, �Tw=0.5°C, �Tsub=0.6°C. The temperature difference
etween each isotherm is 0.085°C.

ig. 9 Variation of the total heat transfer to the bubble for �

75°, �Tw=0.5°C, �Tsub=0.6°C

82 / Vol. 129, JULY 2007
increases continuously as the bubble slides on the downward sur-
face during this time period. The characteristic length scale is used
in defining the Nusselt number.

Conclusions

�1� Numerical simulations of sliding bubble on a downward
facing heater surface are carried out without any approxi-
mation concerning the bubble shape. The bubble shape is
found to change from spheroids to ellipsoids and finally to
a bubble-cap.

�2� The bubble growth is mainly due to the contribution from
the liquid microlayer underneath the bubble.

�3� The temperature gradient on the wall behind the bubble is
significantly increased by the sliding motion of the bubble
leading to enhancement of heat transfer on the heater
surface.
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Nomenclature
cp � specific heat
g � gravity vector
h � grid spacing
H � step function
k � thermal conductivity

m � mass flux vector
p � pressure

qmic� � microlayer heat transfer rate per unit length
r � radius

Ra � Rayleigh number
u � velocity in the x direction
u � velocity vector
v � velocity in the y direction

V̇micro � rate of vapor volume production from the
microlayer

w � velocity in the z direction
X � length of computational domain in the x

direction
Y � height of computational domain in the y

direction
Z � depth of computational domain in the z

direction

Greek

Fig. 10 Variation of Nusselt number with time for �=75 deg,
�Tw=0.5°C, and �Tsub=0.6°C
� � microlayer thickness
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� � level set function
� � dimensionless similarity variable
� � contact angle

 � interfacial curvature
� � dynamic viscosity
� � inclination angle
� � density
� � surface tension
� � artificial time

ubscripts
dn � downstream

l � liquid
sat � saturation

t � � /�t
up � upstream
v � vapor
w � wall
x � � /�x
y � � /�y
z � � /�t
z � � /�t

uperscript
T � matrix transpose
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Simulation Algorithm for
Multistream Plate Fin Heat
Exchangers Including Axial
Conduction, Heat Leakage, and
Variable Fluid Property
The effect of axial conduction through heat exchanger matrix, heat exchange with the
surroundings, and variable fluid properties are included in the simulation algorithm of
multistream plate fin heat exchangers. The procedure involves partitioning of the ex-
changer in both axial and normal directions, writing conservation equations for each
segment, and solving them using an iterative procedure. In the normal direction, the
exchanger is divided into a stack of overlapping two-stream exchangers interacting
through their common streams. In the axial direction, the exchanger is successively
partitioned to 2k segments, the final value of k being determined by the point where
further partitioning has only marginal effect. The effects of axial conduction, heat leak-
age, and variable fluid properties are illustrated with the help of multistream heat ex-
changer examples solved by the above-mentioned technique. �DOI: 10.1115/1.2717938�

Keywords: heat exchangers, multistream, plate fin, axial conduction, heat leakage
Introduction
In addition to fluid film resistance, several other secondary ef-

ects play important roles in determining heat exchanger perfor-
ance. Among them axial conduction through the matrix, disper-

ion through the fluid medium, heat transfer with the
urroundings, and temperature dependent fluid properties �1,2� are
mportant. Depending on the number of transfer units �NTU� and
perating conditions of the exchanger, these physical phenomena
an cause substantial deterioration of heat exchanger performance.

Most of the literature on the role of such secondary effects
onsiders only two-stream heat exchangers. The effect of axial
eat conduction in two-stream heat exchangers has been discussed
y Barron �3� and by Shah �4�. Barron and Yeh �5� computed
emperature distribution and heat exchanger effectiveness consid-
ring the effect of axial conduction along the separating walls.
he temperature of the cold fluid stream was assumed to be con-
tant and the deterioration in performance was found to depend on
he axial conduction parameter. Kroeger �6� investigated the effect
f axial heat conduction on the thermal performance of counter-
ow heat exchangers, while Chiou �7,8� examined its effect on the
erformance of cross flow heat exchangers. In heat exchangers
ith large axial temperature gradient, e.g., cryogenic heat ex-

hangers, the effect of axial heat conduction on heat exchanger
erformance is significant, independent of the number of streams.
enkatarathnam and Pradeep Narayanan �9� have studied the de-

erioration of counterflow heat exchanger performance by axial
eat conduction through cap sheets of the plate fin heat exchanger.
he effects of longitudinal heat conduction on the performance of
torage type heat exchangers have also been investigated by sev-
ral workers �10,11�.

Unless properly insulated, heat transfer from or to the surround-
ngs can seriously degrade the performance of most heat exchang-

1Corresponding author.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received June 26, 2006; final manuscript received

ecember 27, 2006. Review conducted by Satish G. Kandlikar.
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ers. This effect has been analyzed by Chowdhury and Sarangi �12�
and by Barron �13� for two-fluid heat exchangers. Chowdhury and
Sarangi defined a heat leak parameter and correlated the terminal
effectiveness of the heat exchanger to this parameter. Heat transfer
from the surroundings to either one or both of the fluid streams in
a binary heat exchanger is expressed in dimensionless form and a
direct expression for the outlet temperature has been obtained by
Barron �13�. More recently, the effect of heat transfer from the
surrounding and longitudinal heat conduction in counterflow heat
exchangers in the temperature range of 300 to 20 K has been
studied by Gupta et al. �14�.

Use of fluid properties at the inlet or outlet condition or at the
mean fluid temperature often leads to errors, especially in situa-
tions where wide temperature differential exists between the entry
and the exit. This is particularly true for cryogenic heat exchang-
ers where the temperature range is large, fluid properties are
temperature-dependent because of proximity to the critical state,
and heat exchangers have high NTU. The effect of variable fluid
properties on the performance of cryogenic heat exchangers has
been examined by Chowdhury and Sarangi �15�. The local heat
transfer coefficient �h� usually varies both as a function of tem-
perature and flow velocity. Change in the fluid properties with
temperature can alter the local heat transfer coefficient. The heat
transfer coefficient also varies along the length due to boundary
layer development. Shah �16� has made an extensive review on
this subject and has outlined a method for incorporating the influ-
ence of these effects on two-stream heat exchanger performance.
While most authors have ignored the secondary effects on multi-
stream heat exchanger performance, Paffenbarger �17� has taken
the effects of axial heat conduction and temperature dependent
fluid properties into consideration. His method, however, is not
only computationally intensive, but demands the use of special-
ized finite element software.

A simple and easier numerical technique of multistream plate
fin heat exchanger simulation has been proposed elsewhere �18�
involving partitioning of the heat exchanger in both axial and

normal directions, writing conservation equations for each seg-
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ent, and solving them using an iterative process. In the normal
irection, the exchanger is divided into a stack of overlapping
wo-stream exchangers interacting through their common streams
nd boundaries. In the axial direction, the exchanger is succes-
ively partitioned to 2k segments, the final value of k being deter-
ined by the point where further partitioning has only marginal

ffect. However, the basic algorithm does not take care of axial
onduction, heat exchange with the surroundings, and variable
uid properties.
In the present work the algorithm given in �18� has been sub-

tantially modified to consider the effect of axial heat conduction
n matrix, heat leak from the surroundings, and temperature de-
endent fluid properties. The algorithm basically uses “area split-
ing” and “successive partitioning” techniques to find out the tem-
erature variation in different fluid streams in multistream plate
n heat exchangers.

Basic Design Approach (Without Secondary Effects)
A multistream heat exchanger having n fluid streams can be

magined as a combination of �n−1� overlapping two stream units
sub-exchangers� stacked as a pile �Fig. 1�. The division into two
tream sub-exchangers can be understood by taking an example of
three-stream heat exchanger �Fig. 2�, which is divided into two

wo-stream exchangers. Here, the central stream having mass flow

Fig. 1 A multistream plate fin heat exchan
sub-exchangers

ig. 2 Division of a three-stream exchanger into two-stream

ub-exchangers

ournal of Heat Transfer
rate m2
· is common to both the sub-exchangers. However, the heat

transfer area for the central channel is divided between the two
sub-exchangers. For example, in the ith channel, �iAf ,i is the part
of secondary area in the thermal communication with the �i
−1�th plate, while the remaining fraction �1−�i�Af ,i communi-
cates with the ith plate. The participating heat transfer area is
assumed to be proportional to the heat flow rate:

Aw,i−1 + �i� f ,iAf ,i

Aw,i + �1 − �i�� f ,iAf ,i
= − �Qi−1

Qi
� �1�

Assuming the sub-exchangers as stand-alone units, the outlet tem-
peratures of the co-current or counter-current heat exchanger can
be solved purely in terms of the inlet temperatures and transverse
heat additions. Each sub-exchanger is modeled in a sequential
manner, with an initial guess of Q2 and the iterative process con-
tinues until the transverse heat flow rates and the exit temperatures
converge within preset tolerance limits. This approach of appor-
tioning the area of an intermediate stream between two sub-
exchangers has been called the “area splitting” method �18�.

The “area splitting” technique is based on the assumption that
every separating plate is at a single uniform temperature. This
assumption is valid only for an exchanger of infinitesimally small
length. If a heat exchanger is partitioned into a large number of
small segments, each individual segment will qualify to be de-
signed by the area splitting method. Some of the existing design
suggests dividing the exchanger into an arbitrary number of small
segments at the beginning �19–21�. However, such partitioning
may result in divergence of solution if the initial guess of the
temperature profile is a poor one. Consideration of a large number
of segments from the beginning may also be computationally
expensive.

In our approach, the heat exchanger is not partitioned into a
large number of segments in one operation. Instead, the exchanger
is initially divided only into two segments. The governing heat
transfer and energy conservation equations are solved for each of
the two segments, yielding a new set of fluid outlet temperatures.
The process of evaluating exit temperatures in each segment is
repeated until all temperatures converge within predefined toler-
ance limits. Each segment of the exchanger is then further divided
into two parts. Such division of the exchanger into successively
smaller parts in multiples of 2 continues until fluid discharge tem-
peratures over two consecutive levels of partitioning agree within
an acceptable difference. We call this division procedure the “suc-
cessive partitioning” method. This technique helps to avoid diver-

seen as a stack of overlapping two-stream
ger
gence of solution, which may occur in the conventional one-time

JULY 2007, Vol. 129 / 885
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artitioning technique proposed by Prasad and co-workers
19–22�.

Design Approach Considering Axial Conduction
hrough the Core
Axial heat conduction takes place along the separating plates as

ell as the fins that connect the two ends of the heat exchanger,
hich are at widely different temperatures. This auxiliary heat

ransfer can seriously affect the performance of a heat exchanger,
articularly when the temperature gradient along the matrix is
arge.

In the numerical method adopted in Ref. �18�, the exchanger is
ivided into several segments in the axial direction, and each seg-
ent of a plate �along with associated fins� is assumed to be at a

ingle uniform temperature. Thus the axial temperature profile of
plate becomes a stepped function instead of a continuous one.
s the plates are having different temperatures in a lengthwise

pan, it is quite likely that the flow of heat will take place along
he plate length. Neglecting axial conduction is a mere simplifi-
ation suggested in �18�. A methodology is proposed below to
ake care of this axial flow of heat within the framework of the
asic model.

Let Ti,j�k� be the temperature of the ith plate between locations
and �k+1�. The temperatures of the adjacent sections are then

i,j�k+1� and Ti,j�k−1�. The temperature differentials �Ti,j�k−1�
Ti,j�k�� and �Ti,j�k�−Ti,j�k+1�� are the driving potentials for con-
uction of heat along the flow direction. Let Qax,in and Qax,out be
he heat flow rates into and out of the plate segment. One may
onsider two typical situations namely, co-and counter-flow of
uid streams adjacent to the plate of interest.

3.1 Analysis of Two-Stream Co-Current Heat Exchanger
ith Transverse Heat Addition and Axial Heat Conduction in

he Matrix. When the area splitting approach discussed in an
arlier section is extended to a multistream plate fin heat ex-
hanger having n fluid streams, the multistream unit is considered
o be a combination of �n−1� overlapping two-stream sub-
xchangers �Fig. 1�. The general sub-exchanger #i consists of the
th and the �i+1�th fluid streams. Depending on the orientations of
he streams in the original exchanger, the sub-exchangers so con-
tructed can be of either co-current or counter-current arrange-
ent. For example, the fluid streams in the ith sub-exchanger in
ig. 1 are in co-current arrangement, while those in the �i+1�th
ub-exchanger are in counter-current configuration.

The fraction of area in thermal communication with the �i
1�th plate, i.e., �i for the multistream unit, can be obtained from

1�:

�i = �Qi−1�Aw + � f ,iAf ,i� + QiAw

�Qi−1 − Qi�Af
� �2�

he primary area Aw is considered equal for all the plates.
Figure 3 shows the schematic of a segment of a two-stream
sing the expression in Eq. �8� for Ti�k�, Eqs. �3� and �5� can be rea

86 / Vol. 129, JULY 2007
co-current heat exchanger bounded by sections k and k+1 �or k�
and k�+1�. The overall length of the segment is L. Qi� is the rate
of heat transfer from the matrix to the fluid per unit length within
the segment. A small element dz along the length of the heat
exchanger is considered within the segment. The heat input to the
element from the adjacent layer above it is �Qi−1 /L�dz and that to
the adjacent layer below it is �Qi+1 /L�dz. If the incremental
change in temperature of the ith fluid within the element dz is dti,
then

Cidti = dQi� − Qi−1
dz

L
�3�

where

dQi� = hi�Aw + �1 − �i�� f ,iAf ,i��ti − Ti�
dz

L
�4�

Similarly, for the �i+1�th fluid the incremental change in tempera-
ture within the element dz can be written as

Ci+1dti+1 = Qi+1
dz

L
− dQi� �5�

with

dQi� = hi+1�Aw + �i+1� f ,i+1Af ,i+1��Ti − ti+1�
dz

L
�6�

When axial heat conduction through the separating plate is not
negligible, the heat transfer rates across the separating plate dQi�
and dQi� become different from each other. Applying energy bal-
ance over the ith separating wall, and considering heat flow due to
axial conduction from the adjacent segments of the separating
plate,

Qi� + Qax,in − Qi� − Qax,out = 0 �7�

Substituting expressions for Qi� and Qi� from Eqs. �4� and �6� in
Eq. �7� and solving the resulting equation, the separating plate

Fig. 3 Two-stream co-current heat exchanger with transverse
heat addition and axial heat exchange with the neighboring
segments
temperature Ti�k� comes out as:
Ti�k� =
�Aw + �1 − �i�� f ,iAf ,i�hiti + �Aw + �i+1� f ,i+1Af ,i+1�hi+1ti+1 + Qax,i

�Aw + �1 − �i�� f ,iAf ,i�hi + �Aw + �i+1� f ,i+1Af ,i+1�hi+1
�8�

here

Qax,i = �Qax,in − Qax,out� �9�
rranged to read:

Transactions of the ASME
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d��T� = d�ti − ti+1� = dti − dti+1

= U�Aw + �1 − �i�� f ,iAf ,i��T� 1

Ci
+

1

Ci+1
�dz

L

− �Qi−1 + Kax,1

Ci
+

Qi+1 − Kax,2

Ci+1
�dz

L
�10�

he terms Kax,1 and Kax,2 being defined as

Kax,1 =
Qax,ihi�Aw + �1 − �i�� f ,iAf ,i�

hi�Aw + �1 − �i�� f ,iAf ,i� + hi+1�Aw + �i+1� f ,i+1Af ,i+1�
�11�

Kax,2 =
Qax,ihi+1�Aw + �i+1� f ,i+1Af ,i+1�

hi�Aw + �1 − �i�� f ,iAf ,i� + hi+1�Aw + �i+1� f ,i+1Af ,i+1�
�12�

n Eq. �10�, the product of the overall heat transfer coefficient �U�
nd the heat transfer area is given by the formula

1

U�Aw + �1 − �i�� f ,iAf ,i�
=

1

hi�Aw + �1 − �i�� f ,iAf ,i�

+
1

hi+1�Aw + �i+1� f ,i+1Af ,i+1�
�13�

ntegrating Eq. �10� over the limit z=0 to z=L, we get

� ti,j�k�� − ti+1,j�k�� − �PAx,i

ti,j�k� + 1� − ti+1,j�k� + 1� − �PAx,i
� = e−U�Aw+�1−�i��f ,iAf ,i��1/Ci+1/Ci+1�

�14�

here

�PAx,i =
�Qi−1 + Kax,1

Ci
+

Qi+1 − Kax,2

Ci+1
�

U�Aw + �1 − �i�� f ,iAf ,i�� 1

Ci
+

1

Ci+1
� �15�

eduction of Kax,1 and Kax,2 to zero denotes a situation of negli-
ible axial conduction, and results become identical to that de-
ived in �18�.

Applying energy balance to each of the fluid streams i and �i
1� between locations k and �k+1�,

Qi� = ti,j�k� + 1�Ci + Qi−1 − ti,j�k��Ci �16�

Qi� = ti+1,j�k��Ci+1 + Qi+1 − ti+1,j�k� + 1�Ci+1 �17�

ubstituting Eqs. �16� and �17� in Eq. �7�,

ti,j�k� + 1�Ci + Qi−1 − ti,j�k��Ci − ti+1,j�k��Ci+1 − Qi+1 + ti+1,j�k�

+ 1�Ci+1 + Qax,i = 0

n rearrangement,

ti+1,j�k�� =
1

Ci+1
�ti,j�k� + 1�Ci + ti+1,j�k� + 1�Ci+1 + Qi−1 − Qi+1

+ Qax,i� − � Ci

Ci+1
�ti,j�k�� �18�

ubstituting the expression for ti+1,j�k�� from Eq. �18� in Eq. �14�
nd rearranging, we get a closed form expression for the fluid

emperature ti,j�k��

ournal of Heat Transfer
ti,j�k�� =
�PAx,i + �P,i�ti,j�k� + 1� − ti+1,j�k� + 1� − �PAx,i�

�1 +
Ci

Ci+1
�

+
ti+1,j�k� + 1�Ci+1 + ti,j�k� + 1�Ci + Qi−1 − Qi+1

�1 +
Ci

Ci+1
�Ci+1

�19�

with

�P,i = e−U�Aw+�1−�i��f ,iAf ,i��1/Ci+1/Ci+1� �20�

The value of ti,j�k�� computed from Eq. �19� may be used in Eq.
�18� to yield ti+1,j�k��.

3.2 Analysis of Two-Stream Counter-current Heat Ex-
changer With Transverse Heat Addition and Axial Heat Con-
duction in the Matrix. Heat transfer and energy conservation
equations for a two-stream counter-current heat exchanger �Fig. 4�
can be derived by following the same steps adopted for analysing
a co-current exchanger. The governing equations are stated as:

� ti+1,j�k�� − ti+2,j�k� − �CAx,i

ti+1,j�k� + 1� − ti+2,j�k + 1� − �CAx,i
�

= e−U�Aw+�1−�i+1��f ,+1Af ,i+1��1/Ci+1−1/Ci+2� �21�

and

�ti+1,j�k� + 1� − ti+1,j�k���Ci+1 + Qi − Qi+2 + �ti+2,j�k� − ti+2,j�k

+ 1��Ci+2 + Qax,i+1 = 0

which may be recast to read:

ti+2,j�k + 1� =
1

Ci+2
�ti+1,j�k� + 1�Ci+1 + ti+2,j�k�Ci+2 + Qi − Qi+2

+ Qax,i+1� − �Ci+1

Ci+2
�ti+1,j�k�� �22�

Equations �21� and �22� can be solved simultaneously to yield

Fig. 4 Two-stream counter-current exchanger with transverse
heat addition and axial heat exchange with the neighboring
segments
explicit relations for ti+1,j�k�� and ti+2,j�k+1�:

JULY 2007, Vol. 129 / 887
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ti+1,j�k�� =
�ti+2,j�k� + �CAx,i + �C,i�ti+1,j�k� + 1� − �CAx,i��

1 − �Ci+1

Ci+2
��C,i

−
�C,i�Ci+1ti+1,j�k� + 1� + Ci+2ti+2,j�k� + Qi − Qi+2 + Qax,i+1�

�1 −
Ci+1

Ci+2
�C,i�Ci+2

�23�
ith

�CAx,i =
	 �Qi + Kax,1�

Ci+1
−

�Qi+2 − Kax,2�
Ci+2



U�Aw + �1 − �i+1�� f ,i+1Af ,i+1�� 1

Ci+1
−

1

Ci+2
� �24�

Kax,1 =
Qax,i+1hi+1�Aw + �1 − �i+1�� f ,i+1Af ,i+1�

hi+1�Aw + �1 − �i+1�� f ,i+1Af ,i+1� + hi+2�Aw + �i+2� f ,i+2Af ,i+2�
�25�

Kax,2 =
Qax,i+1hi+2�Aw + �i+2� f ,i+2Af ,i+2�

hi+1�Aw + �1 − �i+1�� f ,i+1Af ,i+1� + hi+2�Aw + �i+2� f ,i+2Af ,i+2�
�26�

�C,i = e−U�Aw+�i+2�f ,i+2Af ,i+2��1/Ci+1−1/Ci+2� �27�

tarting with a guess value for Q2, each sub-exchanger is modeled
n a sequential manner. Heat flow rates and fluid exit temperatures
re computed using Eqs. �15�–�20� for co-current configurations
nd Eqs. �22�–�27� for counter-current configurations. The process
s continued until all heat flow rates and exit temperatures con-
erge within preset tolerance limits.

Adiabatic conditions have been assumed to exist at the entry
nd exit of the heat exchanger, i.e., at k=0 �k�=2 j� and k=2 j

k�=0�. For other segments, the rate of axial heat conduction

ax,in and Qax,out for any particular segment of the heat exchanger
an be estimated only when the wall temperatures of the adjacent
egments are known. At the beginning of the iteration process for
ach stage of partitioning, the plate temperatures are not known
nd the axial conduction terms are assumed to be absent. During
he subsequent iteration steps, when some estimate of the plate
emperatures is available, the rate of axial conduction in the ith
late can be calculated.

Qax,in = Ackc�Ti,j�k − 1� − Ti,j�k��

Qax,out = Ackc�Ti,j�k� − Ti,j�k + 1�� �28�

here Ac is the axial conduction area, given by the relation:

Ac = Wtsp + WF 1
2 �hf ,itf ,i + hf ,i+1tf ,i+1� �29�

computational algorithm, shown in Fig. 5, has been written to
imulate multistream plate fin heat exchangers with axial conduc-
ion in the matrix.

To check the validity of the present iterative algorithm we
anted to compare its prediction with the available analytical so-

ution of three-stream heat exchanger. Sekulic �23� derived an
nalytical solution for a parallel flow three-fluid heat exchanger in
he absence of axial conduction, heat leakage to environment, and
ariable fluid properties, taking four different arrangements of the
uid streams, namely, co-current, counter-current, counter-
urrent–co-current and co-current–counter-current. The analytical
olution of a set of three coupled ordinary differential equations
as been obtained through the Laplace transform technique. The

resent simulation exactly matches the analytical results of Seku-

88 / Vol. 129, JULY 2007
lic �23� for all the four-fluid flow arrangements. Figures 6�a� and
6�b� show the comparison between these two procedures for
counter-current–co-current and co-current–counter-current ar-
rangements, respectively. The parameters for these two configura-
tions have been taken as per the example of Sekulic �23�.

It is difficult to define a dimensionless parameter like “effec-
tiveness” for multistream heat exchangers. Therefore, the effects
of axial conduction in the matrix, heat transfer with surroundings,
and variable fluid properties on the heat exchanger performance
are usually illustrated with the help of examples �17�. Using FEM
analysis, Paffenbarger �17� simulated a multistream plate fin ex-
changer including axial conduction effects. To validate the ana-
lytical approach presented in this section, we have simulated the
same exchanger. The results �Table 1 and Fig. 7� show good
agreement with those reported by Paffenbarger �17�.

Figure 8 presents the results of simulating a three-stream plate

Fig. 5 Flow diagram describing the iterative scheme to calcu-
late outlet temperatures in a given section with known inlet

condition of the fluid streams

Transactions of the ASME
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n heat exchanger with specifications detailed in Table 2. The
ffect of the axial heat conduction on the heat exchanger perfor-
ance is clearly discernible.

Heat Exchange With the Surroundings
Assuming negligible heat transfer through the headers at the

ntry and exit of a plate fin heat exchanger, heat transfer with the
urroundings primarily occurs through the four walls of the ex-
hanger. While the fluid flowing through the extreme layers of the
xchanger exchange heat with the environment through cap sheets
s well as through the side bars, fluid streams flowing through
ntermediate channels interact with the ambient through the side

ig. 6 Temperature distribution of three-stream heat ex-
hanger in absence of secondary effects for „a… counter-
urrent–co-current and „b… co-current–counter-current ar-
angement of the example in Ref. †23‡

Table 1 Comparison of simulated results p
solution method

Fluid outlet tem

Solution method Air �S1�

FEM Analysis �17� 253.3
Area splitting and
successive partitioning

251.4
ournal of Heat Transfer
bars only. The amount of heat exchange through the cap sheets
and that through the side bars are estimated separately.

The quantity of heat, Q0 and Qn, leaking through the insulated
top and bottommost plates �cap sheets� can be estimated as �Fig.
9�:

Q0 =
�t0 − t̄1�

� 1

h0Aw
+

tins

kinsAw
+

tplate

kcAw
+

1

h1�Aw + �1� f ,1Af ,1��
�30�

Qn =
�t̄n − t0�

� 1

hNAw
+

tins

kinsAw
+

tplate

kcAw
+

1

h0�Aw + �1 − �n�� f ,nAf ,n+1��
�31�

where t̄1 and t̄n are the average temperatures of the fluid streams in
the two extreme channels. Heat input through the two terminal
plates �cap sheets� changes the values of �1 and �n, which were
taken as 0 and 1, respectively, in Ref. �18� in the absence of heat
transfer from the ambient. Values of �1 and �N are now calculated
from the relations:

�1 =
Q0�Aw + Af ,1� + Q1Aw

�Q0 − Q1�Af ,1
and �N =

QN−1�Aw + Af ,n� + QnAw

�Qn−1 − Qn�Af ,n

�32�

Similarly, the amount of heat �Qleak� being received by the inter-
mediate streams through the sidebars �Fig. 10� can be computed
from the formula:

icted by FEM analysis †17‡ and the present

ratures �Kelvin� including axial conduction

2 �S2� Air �S3� N2 �S4�

97.4 253.3 297.3
96.3 250.8 296.0

Fig. 7 Effect of axial conduction on a multistream plate fin
heat exchanger performance „example II in Ref. †17‡… simulated
using the area splitting and successive partitioning method
red

pe

O

2
2
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Qleak,i =
�t0 − t̄i�

1

Asb
� 1

hi
+

tins

kins
+

tsb

kc
+

1

h0
� �33�

sb being the area of side bar in ith channel.
To account for the heat exchange through the side bars, an

mount of heat-inflow �Qleak,i� is added to the fluid stream in
very layer and the governing equations are modified accordingly.

computational algorithm, similar to that described in Fig. 5, has
een written to simulate multistream plate fin heat exchangers
ncluding effects of heat transfer with the ambient.

Results of simulation of two multistream plate fin heat ex-
hanger examples �details given in Tables 3 and 4� including ef-
ects of heat exchange with the surroundings are shown graphi-
ally in Figs. 11 and 12. The performances of heat exchangers
ith exposure to the ambient have been compared with that of
roperly insulated units.

Variable Fluid Properties
In general, the assumption of constant thermophysical proper-

ies of process streams at their “mean” temperatures is a poor one.
sually the mean value corresponds to the arithmetic mean of

ntry and exit temperatures. An accurate and realistic analysis of a
eat exchanger must take account the variation of fluid properties
t appropriate temperature and pressure levels. To accommodate

Fig. 8 Effect of axial conduction on
performance simulated using the are
method. Specifications of the excha

Table 2 Three-stream plate fi

Heat exchanger length �m�
Width �m�
Height �m�
Separating plate thickness �mm�
Cap sheet thickness �mm�
Fluid streams Air �S1�
Inlet temperatures �K� 300
Mass flow rate �kg/s� 0.30
Fin surface specification �24�

Fin type Offset strip
Fin height �mm� 3.68
Fin spacing �no. of fins/in.� 30
Fin thickness �mm� 0.102
Flow orientation Enters at L
90 / Vol. 129, JULY 2007
variations in fluid properties, the exchanger is divided into a large
number of small segments over which the fluid properties can be
assumed to remain constant.

The local heat transfer coefficient in an exchanger depends both
on the fluid temperature �through temperature-dependent fluid
properties� and flow length �the entrance length effect due to
boundary layer development�. While both the temperature effects
as well as the thermal entry length effect are significant in laminar
flow, the latter effect is generally not significant in turbulent flow
�16�. The present analysis does not incorporate the variation of
local heat transfer coefficient h with flow length, but considers the
effect of temperature dependent fluid properties.

During “successive partitioning” of the exchanger into smaller
segments, the thermophysical properties of fluid streams are
evaluated at the mean temperatures in each small section. Assum-
ing that the density, viscosity, and thermal conductivity of the
fluid species are known at ambient conditions �300 K�, those can
be evaluated at any other temperatures using the appropriate ide-
alized relations:

�t�K� = �amb� t�K�
300.0

�34�

ree-stream plate fin heat exchanger
plitting and successive partitioning
r are given in Table 2.

eat exchanger specifications

0.25
0.25

2 �excluding thickness of end plates�
0.5
3.0

O2 �S2� N2 �S3�
170 180
0.12 0.12

Offset strip fin Offset strip fin
5.00 3.68
28 30

0.127 0.102
Enters at L=0.25 Enters at L=0.25
a th
a s

nge
n h

0.2

fin

=0
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kfluid,t�K� = kfluid,amb� t�K�
300

�35�

he specific heats of the fluids are assumed constant in the analy-
is. A provision has, however, been made in the program to con-

Fig. 10 Heat leak from the insulated side bar in the ith layer

Fig. 9 Heat leak from the insulated top end plate

Table 3 Four-stream plate fi

Exchanger length �m�
Width �m�
Height �m�
Separating plate thickness �mm�
Sidebar thickness �mm�
Cap sheet thickness �mm�
Fluid streams Air �S1�
Inlet temperatures �K� 300
Mass flow rate �kg/s� 0.08
Fin surface specification �24�

Fin type Offset
Fin height �mm� 3.68
Fin spacing �no. of fins/in.� 30
Fin thickness �mm� 0.102
Flow orientation �enters at� L=0

Table 4 Three-stream plate fi

Heat exchanger length �m�
Width �m�
Height �m�
Separating plate thickness �mm�
Sidebar thickness �mm�
Cap sheet thickness �mm�
Fluid streams Air �S1�
Inlet temperatures �K� 300
Mass flow rate �kg/s� 0.40
Fin surface specification �24�

Fin type Offset strip
Fin height �mm� 3.68
Fin spacing �no. of fins/in.� 30
Fin thickness �mm� 0.102
Flow orientation Enters at L
ournal of Heat Transfer
sider variation of specific heat when necessary. Estimation of ther-
mophysical properties at the mean temperatures is followed by the
recalculation of the Reynolds number at every step. Depending on
the type of fin used in different channels, correlations are provided
for computing the dimensionless heat transfer coefficient j as a
function of the Reynolds number. The local heat transfer coeffi-
cient is then estimated from the computed value of j for each
channel in the segment under consideration.

Figure 13 shows the effect of including variation of fluid prop-
erties in the performance prediction of a four-stream plate fin heat
exchanger. The specifications of the exchanger are the same as
those given in Table 3.

eat exchanger specifications

0.35
0.25

2 �excluding thickness of end plates�
0.5
4.0
4.0

2 �S2� Air �S1� N2 �S3�
170 300 180
0.06 0.08 0.06

ffset strip Offset strip Offset strip fin
5.00 3.68 3.68
28 30 30

0.127 0.102 0.102
L=0.35 L=0 L=0.35

eat exchanger specifications

0.5
0.5

18 �excluding thickness of end plates�
1.0
4.0
4.0

O2 �S2� N2 �S3�
170 180
0.16 0.16

Offset strip fin Offset strip fin
5.00 3.68
28 30

0.127 0.102
Enters at L=0.5 Enters at L=0.5

Fig. 11 Effect of external heat load on a four-stream plate fin
exchanger performance „specifications given in Table 3…
n h

0.1

O

O

n h

0.

fin

=0
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Conclusion
In the present work, the basic algorithm �18� for the analysis of
ultistream plate fin heat exchangers through the successive par-

itioning and area splitting methods has been extended to include
he effects of axial conduction in the heat exchanger core, heat
ransfer with the surroundings, and variable fluid properties. The
resent modifications increase the exactitude of the model and
ake it suitable for practical calculations. Simulation of the

resent algorithm has been verified with the analytical model �23�
f a three-stream heat exchanger in the absence of axial conduc-
ion, heat leakage, and variable fluid properties. An excellent
greement between our iterative algorithm and the analytical
odel has been observed. Further validation of the algorithm in-

luding axial conduction in the heat exchanger matrix has been
stablished by solving the multistream plate fin heat exchanger
xample reported by Paffenbarger �17�, with a good agreement
etween the results. The proposed method of analyzing the mul-
istream plate fin heat exchanger is simple and does not make use
f any specialized software. As it is based on a self-correcting
terative procedure, the memory requirement and risk of diver-
ence is minimized.

ig. 12 Effect of external heat load on a three-stream plate fin
xchanger performance „specifications given in Table 4…

ig. 13 Heat exchanger performance with and without variable

uid properties

92 / Vol. 129, JULY 2007
The effect of heat leakage and fluid property variation has been
shown with appropriately chosen heat exchanger examples.
Though significant change in temperature profile due to fluid
property variation is not seen for the chosen heat exchanger con-
figuration, it can be relevant for heat exchangers with fluid
streams having widely varying thermophysical properties.

Finally, though the present algorithm has been employed for
plate fin heat exchangers, the basic design principle can be used
for any multistream heat exchangers.

Nomenclature
A � heat transfer area

Ac � axial conduction area
Aw � primary �wall� heat transfer area
Af � secondary �fin� surface area
Ci � heat capacity rate of fluid I

C1,2 � heat capacity rate ratio as defined in Ref. �23�
C3,2 � heat capacity rate ratio as defined in Ref. �23�

Cp � specific heat
F � fin frequency
h � local heat transfer coefficient

hf � fin height
h0 � heat transfer coefficient of surroundings

k ,k� � discrete location
kc � thermal conductivity of fin material

kins � thermal conductivity of insulation+
Kax,1 � axial conduction parameters defined by �11�

and �25�
Kax,2 � axial conduction parameters defined by �12�

and �26�
L � heat exchanger length
m � number of segments, i.e., 2 j

n � total number of fluid streams
NTU � number of transfer units

Q � amount of heat transfer
R* � overall thermal resistance ratio as defined in

Ref. �23�
S � fluid stream identifier
t � fluid temperature

T � separating wall temperature
t0 � ambient temperature

tins � thickness of insulation
tplate � thickness of heat exchanger cap sheets

tsb � thickness of side bar
tsp � thickness of separating plate
tf � fin thickness
t̄ � average fluid temperature

U � overall heat transfer coefficient
W � width of heat exchanger

x ,y ,z � length coordinates

Greek Symbols
� � fraction of area defined by �2�

�PAx � parameter defined by �15�
�CAx � parameter defined by �24�

� f � fin temperature effectiveness
� � viscosity of fluid
� � nondimensional temperature as defined in Ref.

�23�

Subscripts
ax � axial conduction

i � index of fluid streams
j � stage of partitioning
f � fin
amb � ambient
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n an axisymmetric model of a solid rocket motor, a cylindrical
ombustion chamber with porous walls is considered. For a pos-
ted range of operating parameters, the energy equation is per-
urbed and linearized using the dimensionless Péclet number. The
ossibility of circumventing chemical reactions while retaining the
ssential physics of the problem is explored. This is accomplished
y artificially introducing a distributed heat source above the pro-
ellant surface. The resulting energy equation is then solved to
eroth order. The analytical solution and corresponding tempera-
ure maps are verified qualitatively using comparisons with nu-
erical simulations of the combustion chamber.

DOI: 10.1115/1.2714591�

eywords: asymptotic technique, thin sheet approximation, solid
ocket motor, eigenfunction expansion

Introduction
Theoretical studies of aeroacoustic instability in solid rocket
otors may be grouped under two categories: �1� those attempting

o model unsteady combustion with limited emphasis on the in-
ernal flow details �1–6�; and �2� those attempting to describe the
ore flow details of a nonreactive mixture �7–11�. Over the years,
oth approaches have proven to be useful and complementary.
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94 / Vol. 129, JULY 2007 Copyright © 20
Exceptions to this classification exist and these can be illus-
trated in the resurging computational studies of Apte and Yang
�12�, Roh, Tseng and Yang �13�, Roh and Culick �14�, Venugopal
et al. �15,16�, and Vuillot and co-workers �17,18�. By focusing on
numerical simulations, as opposed to analytical solutions of the
internal flowfield, these studies have managed to combine the
complex aeroacoustic interactions with the elements of combus-
tion. Aside from these numerical studies, the intrinsic coupling
between thermal and aeroacoustic modes has been often ignored
in purely analytical studies.

In this work, we present a simple mathematical model that can
couple the gas dynamics with the heat generated from propellant
combustion. The model leads to a thermal solution of the flowfield
that can mimic the effects of chemical reactions and entropy gra-
dients that one normally associates with propellant combustion.

At first, the basic nature of the equations is examined. This
enables us to identify small parameters that can be effectively
used to simplify the model. The work is directed toward normal-
izing the energy equation by introducing a distributed heat source
to replace the flame zone above the propellant surface. We ignore,
at this stage, nonlinear heat radiation. Then, after providing esti-
mates for various transport properties, we solve the ensuing equa-
tions using asymptotic expansions and compare our results to pre-
dictions made by other researchers.

2 Mathematical Model
As shown in Fig. 1, the coordinate system is so chosen that the

longitudinal axis of the motor corresponds to the z axis. Due to
symmetry, the domain of interest is reduced to 0�r*�R, and 0
�z*�L. As usual, the internal radius of the cylindrical grain is
denoted by R while the length of the grain is labeled L. A constant
heat flux is imposed along the sidewall in a manner to account for
the chemical reaction energy released during surface combustion.

The energy equation is written under the tacit assumptions that
the flow is steady, incompressible, and axisymmetric with con-
stant transport properties. Furthermore, we assume that the fluid
enters the chamber at a uniform velocity V and that chemical
reactions are confined to a thin sheet above the burning surface.

2.1 Governing Equation and Boundary Conditions. The
energy equation under the stated assumptions can be expressed by

�cp�ur
*�T*

�r* + uz
*�T*

�z* � − �ur
*�p*

�r* + uz
*�p*

�z* �
=

k

r*

�

�r*�r*�T*

�r* � + k
�2T*

�z*2 + Q̇*

+ 2��ur
*2

r*2 + � �ur
*

�r* �2

+ � �uz
*

�z* �2

+
1

2
� �uz

*

�r* �2� �1�

where the temperature boundary conditions correspond to

r* = 0,
�T*

* = 0, r* = R, T* = Tw �2�

�r
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z* = 0, T* = Ts, z* = L, T* = Tct �3�

ere Tw is the adiabatic flame temperature at the wall; Ts is the
tagnation temperature at the head end; and Tct refers to the throat
ondition at the downstream end. It is expedient to normalize Eqs.
1�–�3� using

r 	
r*

R
; z 	

z*

L
; ur 	

ur
*

V
; uz 	

uz
*

V
; p 	

p*

�V2
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Q̇*
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V
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T 	
T* − Tw
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�5�

ollowing back substitution, the energy equation reduces to

ur

�T

�r
+ �uz
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�z
− Ec�ur

�p

�r
+ �uz

�p

�z
� =

1

Pe
�1

r

�

�r
�r

�T

�r
� + �2�2T

�z2�
+ Q̇ +
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2�ur

2

r2 + � �ur

�r
�2

+ � �uz

�z
�2� + � �uz

�r
�2� �6�

here �=R /L is the motor’s aspect ratio and Re, Pr, Pe, and Ec
ymbolize the Reynolds, Prandtl, Péclet, and Eckert numbers.
hese are given by

Re =
VR

�
; Pr =

�cp

k
; Pe = Re Pr; Ec =

V2

cp�Ts − Tw�
�7�

he normalized boundary conditions become

T�1,z� = 0;
�T�0,z�

�r
= 0; T�r,0� = 1; T�r,1� = T̂ �8�

here

T̂ =
Tct − Tw

Ts − Tw
; Ts =

1

2
Tct�� + 1�; � = 1.4 �9�

he last relation is due to the fundamental dependence of the
tatic temperature on the stagnation temperature for choked con-
itions at the downstream end. It can be developed from Ts

2

ig. 1 Idealized motor chamber and system of coordinates il-
ustrating the thin sheet approximation of the heat source
T�1+ �1/2���−1�M � for M =1.
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2.2 Dynamic Similarity Parameters. Given a gas mixture at
1000–3500 K and 10–100 bar, the dynamic viscosity is calcu-
lated to be 10−5–10−4 N s/m2. Then using Chung’s correlation
�19�, the thermal conductivity is found to be approximately
2.0 W/m K. For the stated range of temperatures and pressures,
one obtains a Prandtl number of order 10−2. The Péclet number
can hence vary from a small to a very large value. As the injection
Reynolds number is varied from 10 to 106, the Péclet number
changes from 10−1 to 104. In this study, we consider the case
corresponding to the lower end of the injection rate, namely, to
that of a small Péclet number.

In addition to the reciprocal of the Reynolds number, the prob-
lem exhibits another small parameter that can be used in the
asymptotic work. Using average values of V�5 m/s, Ts
�3500 K, Tw�700 K, and cp�1500 J /kg K, it can be seen that
the Eckert number in Eq. �7� is of order 6�10−6. Being the ratio
of kinetic and thermal energies, a small Eckert number corre-
sponds to a setting in which thermal energy dominates over mean
kinetic energy. This result is generally true inside a solid rocket
motor �SRM� except for a small region near the nozzle throat. The
assumption of Ec being small enables us to decouple the energy
equation from the momentum equation. As evidenced by Eq. �6�,
both velocity and pressure become weak functions of temperature.
This realization justifies the decoupling of thermal effects in some
SRM core flow models such as those used by Culick �20�, Vuillot
�21�, Casalis et al. �22�, Couton et al. �23–25�, and others.

Finally, in the interest of algebraic clarity, the present analysis
is carried out for �2=1. This assumption typifies aspect ratios
used in upper stage rocket motors. The same approach may be
repeated for �2�1.

3 Small Péclet Number Solution
While the Eckert number remains the smallest perturbation

quantity in Eq. �6�, the Péclet number can be used either as a
small, or a large parameter depending on the size of Re. In rocket
motors, the large Pe injection combination is the more likely sce-
nario. In this section, however, the small Péclet, moderate injec-
tion case is considered. Our solution extends over the range Re

�10–100� that is of practical importance in some internal flow
studies. In a recent core flow study carried out at the Center for
Simulation of Advanced Rockets, an injection Reynolds number
of 47.6 was used throughout the simulation �16�.

3.1 Double Perturbation Expansions. Forthwith, one can
multiply Eq. �6� by Pe and expand each variable in the two per-
turbation parameters, 1 /Re and Pe. Next, terms of zeroth order in
both perturbation parameters can be collected. One obtains the
energy equation at zeroth order, namely

1

r

�

�r
�r

�T�0,0�

�r
� +

�2T�0,0�

�z2 = − Q̇ �10�

The first and second superscripts denote the order in 1/Re and Pe,
respectively. Equation �10� is subject to the boundary conditions
given by Eq. �8�. Furthermore, it can be seen that the equation is
linear and amenable to separation of variables. Using the method
of superposition, a solution can be obtained and expressed in
terms of eigenfunction expansions.

3.2 Eigenfunction Expansions. One may subdivide the tem-
perature into three parts

T�0,0� = T1
�0,0� + T2

�0,0� + T3
�0,0� �11�

This decomposition is deliberately pursued to facilitate the satis-
faction of boundary conditions. Substitution into Eq. �10� gives
rise to the following systems:

System 1

1 � �r
�T1

�0,0�� +
�2T1

�0,0�

2 = 0

r �r �r �z
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T1
�0,0��r,0� = 1; T1

�0,0��r,1� = 0

T1
�0,0��1,z� = 0;
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�0,0��0,z�
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= 0 �12�
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�0,0��r,1� = T̂ �13�

nd System 3

1

r

�

�r
�r

�T3
�0,0�

�r
� +

�2T3
�0,0�

�z2 = − Q̇

T3
�0,0��1,z� = 0;

�T3
�0,0��0,z�

�r
= 0

T3
�0,0��r,0� = 0; T3

�0,0��r,1� = 0 �14�
Equations �12�–�14� consist of two Laplace equations with one

onhomogenous boundary condition, and one Poisson equation
ith homogenous boundary conditions. Their solution is de-

cribed next.

3.3 Heat Source Addition. So far, we have only been con-
erned with the simplifications affecting the energy equation. The
eaction energy released inside the combustion chamber is another
ngredient that must be carefully evaluated. Since propellant
hysico-chemistry is not taken into consideration, the thermal en-
rgy release is distributed in the same manner that it is accounted
or in basic two-dimensional models of premixed laminar flames
see Chu et al. �26�, and Vyas et al. �27��. Here, we permit the heat
o be delivered along a sheet above the propellant surface. This
hin-sheet approximation is conveniently modeled using the Dirac
elta function �see Fig. 1 for the tentative positioning of the heat
ource�. Mathematically, this operation can be expressed by

Q̇ = q̇�z���r − b� �15�

here q̇�z� is the rate of heat generation that is allowed to vary
long the chamber axis.

3.4 Leading Order Solution. Equations �12� and �13� can be
olved using separation of variables and eigenfunction expan-
ions. They can then be superimposed using Eq. �11� to construct
he total solution at zeroth order in both perturbation variables. To
tart, we use

T1
�0,0��r,z� = 	�r�
�z� �16�

ubstituting this product into Eq. �12�, one gets

1

	

d2	

dr2 +
1

r

1

	

d	

dr
+

1




d2


dz2 = 0 �17�

ith

d	

dr
�0� = 0, 	�1� = 0, 
�1� = 0, 
�0� = 1 �18�

t the outset, one obtains

T1
�0,0��r,z� = �

n=1

�

Kn sinh��n�1 − z��J0��nr� �19�

he nonhomogeneous boundary condition at z=0 can now be

sed to determine Kn. One finds
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Kn =
1

sinh ��n�

�
0

1

rJ0��nr�dr

�
0

1

rJ0
2��nr�dr

=
2

�nJ1��nr�sinh ��n�
�20�

Likewise, Eq. �13� can be solved to get

Kn =
2T̂

�nJ1��nr�sinh ��n�
�21�

Solutions of Eqs. �12� and �13� can be added to obtain

T1
�0,0� + T2

�0,0� = �
n=1

�
2J0��nr��sinh��n�1 − z�� + T̂ sinh ��nz��

�n sinh ��n�J1��nr�

�22�
Having reached a partial solution, one may solve the remaining

system given by Eq. �14�. One retrieves

T3
�0,0� = �

n=1

�

�
m=1

�

Bmn sin�m
z�J0��nr� �23�

Expanding Eq. �15� and using the orthogonality of eigenfunctions,
one determines the double eigenfunction expansion coefficients.
These are

q̇�z���r − b� = �
n=1

�

�
m=1

�

Amn sin �m
z�J0��nr� �24�

and so

Amn =

�
0

1�
0

1

q̇�z���r − b�sin�m
z�J0��nr�r dr dz

�
0

1�
0

1

sin2�m
z�J0
2��nr�r dr dz

=
4J0��nb�

J1
2��n� �0

1�
0

1

q̇�z�sin�m
z�dz �25�

By substituting Eq. �23� into the left-handside of Eq. �14�, it is
possible to determine the Amn coefficients by relating Eq. �23� to
the double expansion coefficients of Eq. �25�. One gets

Bmn =
Amn

m2
2 + �n
2 �26�

This completes our leading-order solution in both perturbation
parameters. We now have

T�0,0� = �
n=1

�
2J0��nr��sinh��n�1 − z�� + T̂ sinh ��nz��

�n sinh ��n�J1��nr�

+ �
n=1

�

�
m=1

�

Bmn sin�m
z�J0��nr� �27�

4 Results
To better understand the solution behavior, we have plotted the

constant temperature contour maps derived from T�0,0�. The heat
source is distributed along a thin sheet located at a radial distance
of b=0.9. We have chosen a spatially uniform heat generation in
accordance with the standard thin sheet approximation. This may
be justifiable insofar as averaging of unsteady flame variations
over time yields a constant flame profile. We have considered
three separate cases characterized by three orders of magnitude

variations in the heat generation rate.
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4.1 Case 1: b=0.9, T̂=0.8, and q̇=2.5. For a sufficiently low
eat generation rate, we observe in Fig. 2�a� a linear temperature
radient that increases away from the wall. Since the maximum
emperature occurs at the core, the solution with low heat input
oes not appear to be a suitable model of the flame zone. The
eason can be attributed to the heat generation term being of the
ame order as the diffusive term. Note that the temperature varia-
ions along the boundaries are due to the asymmetric boundary
onditions. The small fluctuations in the corresponding isotherms
re due to the finite number of eigenvalues used in our code.
resently, we have used only 25 eigenvalues in the radial and
xial directions. By carrying out a sensitivity analysis, we have
ound that further increases in the number of eigenvalues �e.g., to
0� do not affect the solution in the core. The small temperature
ariations along the boundaries, however, must be tolerated. It can
e verified that the average values of these deviations over the
adial and longitudinal lengths add up to the prescribed boundary

alues. The justification for T̂=0.8 is based on Eq. �9�. Since our

nalysis has indicated that the value of T̂ varies between 0.77 and
.8, the upper limit has been chosen. The skewed thermal contours
n the downstream direction can be attributed to the relatively
eak heat source. The slow variation in the temperature near the

urface leads to a shallow temperature gradient that does not con-
orm to temperature predictions in rocket motors. This rate of heat
elease is clearly not sufficient to reproduce the desired thermal
eld.

4.2 Case 2: b=0.9, T̂=0.8, and q̇=25. To better simulate
ocket motor conditions, the heat source is first increased by one
rder of magnitude. As shown in Fig. 2�b�, it can be seen that, for
large heat generation rate, a steeper gradient in temperature is

btained that can mimic the temperature gradient between the
urning surface and the flame inside a solid rocket motor. The
early symmetric temperature map is the outcome of a dominant

ig. 2 Isotherms for b=0.9, T̂=0.8, and „a… q̇=2.5; „b… q̇=25;
nd „c… q̇=12.5
eat source and a weak convective motion. Also, the intense heat

ournal of Heat Transfer
generation near r=0.9 roughly approximates the mechanism of
heat generation associated with a laminar premixed flame. How-
ever, by comparing the magnitude of the normalized temperature
distribution to that obtained in a solid rocket motor, we realize that
the observed distribution overestimates the maximum temperature
in an actual motor. Since our normalized peak temperature of 2.2
corresponds to about 5000 K, it constitutes a modest exaggeration
of practical values. In rockets, one expects this temperature to fall
in the vicinity of 3500 K. Given that the imposed heat distribution
rate is not derived from experimental data, it can be adjusted in a
manner to produce more realistic temperature maps. We conclude
that a more appropriate value for artificial heat generation should
be used, namely, one that is closer to 12. When such a level is
imposed, the thermal maps become a more adequate representa-
tion of the temperature field in a typical motor. This case is illus-
trated in Fig. 2�c�. Therein, the weak temperature variation in the
axial direction can be attributed to the weak injection-driven flow
effect in relative proportion to the thermal heat dispersion effect.
The rapid temperature variation near the wall is also consistent
with the steep thermal gradients observed in rockets. Our analyti-
cal results appear to be in qualitative agreement with the numeri-
cal findings of Roh et al. �28� �cf. Fig. 2, p. 894�.

5 Conclusions
An asymptotic investigation is carried out to estimate the trans-

port properties and physical quantities arising in the energy equa-
tion applied to a simulated solid rocket motor chamber. The study
reveals the presence of three contributing parameters. These are
the Eckert number, the injection Reynolds number, and the Péclet
number. The Eckert number is found to be so small that it leads to
the decoupling of temperature effects on the mean flow motion.
This confirms the routinely used assumptions made by previous
investigators. In the present work, the small Péclet, moderate in-
jection case is considered. Also, the use of the Dirac delta function
to model the desired heat source displacement appears to be a
viable artifact. The fair agreement with temperature maps in
rocket motors provides the raison d’être for this basic formulation.
In future work, the analysis may be extended to higher orders by
fully incorporating the convective mean flow effects. Along simi-
lar lines, the heat source location may be adjusted by relating b to
flame zone dynamics.
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eat Exchanger Design Methodology
or Electronic Heat Sinks

alph L. Webb
epartment of Mechanical and Nuclear Engineering,
enn State University,
niversity Park, PA 16802

-mail: ralph.webb@psu.edu

his paper discusses the “inlet temperature difference” (ITD)
ased heat-exchanger (and its variants) design methodology fre-
uently used by designers of electronic heat sinks. This is at vari-
nce with the accepted methodology recommended in standard
eat-exchanger textbooks—the “log-mean temperature differ-
nce,” or the equivalent �-NTU design method. The purpose of
his paper is to evaluate and discuss the ITD based design meth-
dology. The paper shows that the ITD based method is an ap-
roximation at best. Variants of the method can lead to either
nder- or overprediction of the heat transfer rate. Its shortcom-
ngs are evaluated and designers are directed to the well estab-
ished and accepted design methodology.
DOI: 10.1115/1.2717249�

eywords: heat exchanger, heat exchanger design, electronic
ooling, heat sinks

ntroduction
Designers of electronic heat sinks frequently use the “inlet tem-

erature difference” �ITD� for design of electronic heat sinks. This
s at variance with typical design procedure for industrial, auto-

otive, and air-conditioning heat exchangers, which use the “log-
ean temperature difference” �LMTD�, or the equivalent �-NTU

esign method. This difference in methodology to define the driv-
ng temperature difference raises questions concerning the appli-
ation and validity of the ITD driving temperature difference
ethod. The purpose of this paper is to evaluate and discuss this

uestion. The main thesis of this paper is to show that what is
escribed herein as the ITD design method is not a valid design
ethod.

he LMTD or �-NTU Design Method
As shown in typical undergraduate heat transfer texts, one may

alculate the heat transfer rate �q� using either the LMTD or
-NTU design methods, which are equivalent methods.
For the LMTD method, one would write

q = F · UA�Tln �1�

here F=1 for an electric heat input with a single coolant. For the
-NTU design method, one would write

q = cmin�ITD �2�

here �= fcn �NTU, Cmin/Cmax� and depends on the flow geom-
try.

In the LMTD method, the term 1/UA is defined as the sum of
he thermal resistances in series. For example, consider a water-
ooled micro-channel heat sink, which has three thermal resis-
ances in series: interface resistance �Rint�, spreading resistance
Rsp�, and convection resistance �Rcv�. Thus

Contributed by the Heat Transfer Division of ASME for publication in the JOUR-
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Rtot = Rint + Rsp + Rcv �3�

The convection resistance is defined as 1/�hA. The h value is
given by published solutions or correlations for the Nusselt num-
ber. If the heat is transferred between an electric heat input source
at temperature Thot and the coolant, whose inlet and outlet tem-
peratures are Tc,in and Tc,out, respectively, then the LMTD is based
on these temperatures. The LMTD is defined as

LMTD =
�Thot − Tc,in� − �Thot − Tc,out�

ln��Thot − Tc,in�/�Thot − Tc,out��
�4�

The ITD Design Method
It is common within the electronic cooling community to use a

design method referred to here as the “ITD design method.” This
means that the driving temperature difference is based on Thot
−Tc,in ��ITD�, where Thot is the hot source temperature and Tc,in
is the inlet coolant temperature and ITD is defined as the “inlet
temperature difference.” Consider the case of electric heat input
�q� from a heat source at temperature �Thot� of base area Ap, re-
jecting heat to a coolant flowing over the hot surface, as illustrated
in Fig. 1. When using the ITD design method, it is common for
electronic heat sink designers to use one of several definitions
given below for the “overall thermal resistance”

Rtot,ITD =
Thot − Tc,in

q
=

ITD

q
�5a�

They then assume that Rtot,ITD is given by Eq. �3�. The key defi-
ciency and inaccuracy of this method is that the heat transfer rate
�q� is insensitive to the fluid temperature rise �for constant
Rtot,ITD�. This results in overprediction of the heat transfer rate.

Simons �1� defines a thermal resistance to be added to Eq. �5a�
to account for the effect of the coolant rise on the driving tem-
perature difference. The modified definition for Rtot,ITD is given by
Eq. �5b�

Rtot,ITD =
ITD

q
= Rtot +

Tc,in − Tc,out

2q
= Rtot +

�Tc/2

q
�5b�

where Rtot is given by Eq. �3�. The second term in Eq. �5b� is
defined as the “fluid thermal resistance” �Rfluid� and is equal to
1/ �2ṁcp�. By adding the Rfluid term, the calculated q is sensitive
to the coolant rise. However, the result is not in exact agreement
with that determined using the LMTD method.

A variant of Eq. �5b� is given in a recent textbook on electronic
cooling as

Rtot,ITD =
ITD

q
= Rtot +

Tc,in − Tc,out

q
= Rtot +

�Tc

q
�5c�

where Rtot is given by Eq. �3�. The second term in Eq. �5c� is
defined as Rfluid and is twice the value of Rfluid in Eq. �5b�. It will
be shown that the Rfluid defined as �Tc /q is incorrect and results
in prediction of a q value less than that of the LMTD method.

The author has consciously chosen to not identify specific ref-
erences that use one of the several Rtot,ITD definitions given above.
Identification of such references would be counterproductive of
the intended goal of this paper. However, review of the electronic
cooling literature will yield numerous references, which use Eqs.
�5a�, �5b�, and �5c� to define Rtot,ITD.

Authors who use Eqs. �5a�, �5b�, and �5c� assume that the de-
fined Rtot,ITD is equal to the sum of the several series thermal
resistances between the hot source �Thot� and the entering coolant
�Tc,in� as given by Eq. �3�. Further, it is assumed that the convec-
tion resistance �Rcv in Eq. �3�� is equal to 1/ ��hA�.

A key purpose of this paper is to show that the Rtot defined by
Eqs. �5a�, �5b�, and �5c� is not equal to the Rtot defined by Eq. �3�.
However, the definition of Eq. �5b� will provide the best approxi-

mation to Eq. �3�. Equation �5b� defines the driving temperature as

JULY 2007, Vol. 129 / 89907 by ASME
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he arithmetic temperature difference, rather than the log-mean
emperature difference. Using Eqs. �5a�, �5b�, and �5c�, one would
redict q as

q =
ITD

Rtot,ITD
�6�

his paper seeks to encourage adoption of the standard and ac-
epted heat exchanger design methodology for the design of elec-
ronic cooling equipment.

omparison of Design Methods
If Eqs. �1�, �2�, and �5b� are both valid, they must predict the

ame q for the same Rtot �as defined by Eq. �3��. Setting Eqs. �1�
nd �5b� equal, we obtain

Rtot,ITD =
ITD

�Tln

1

UA
�7�

ecause ITD�LMTD, Rtot,ITD�1/UA. This means that it is not
alid to define Rtot,ITD as the sum of the component thermal resis-
ances �Eq. �3�� for the ITD design method. The only condition,
or which the ITD design method can give a q value equal to the
MTD method for single-phase flow is if ITD�LMTD. This can
xist for only two cases: �1� if the coolant flow is infinite, which is
n impractical situation, or �2� for a two-phase fluid, for which the
uid temperature is a constant �neglecting the effect of two-phase
ressure drop on the vapor temperature�. However, if the two-
hase fluid is convection cooled by a gas or liquid loop, an addi-
ional single-phase resistance will be involved and the Rtot,ITD

1/UA.

xample Problem
An example problem has been prepared to illustrate the differ-

nce in results obtained by the ITD and LMTD design methods.
he example involves a water-cooled micro-channel heat sink
imilar to that shown in Fig. 1. The copper micro-channel heat
ink in this example is 25 mm wide and 20 mm flow depth with
wo water passes. The fins are 0.752 mm high and 0.24 mm thick,
laced on 0.427 mm pitch. There are 28 fins in each of the two
asses. It has in integrated heat spreader 2.5 mm thick, with the
ame base area as the micro-channel plate. It receives heat from a

ig. 1 Example of electronic micro-channel heat sink with
ater-cooled channels

Table 1 Results f

ater
flow
�g/s� ReDh

Rtot=
1/UA
(K/W)

LMTD
�K�

634 0.0777 26.21
0 1152 0.0777 30.18
5 1671 0.0777 31.67
0 2190 0.0777 32.47
00 / Vol. 129, JULY 2007
16 mm square electrically heated source that is soldered to the
heat sink, and which does not involve a thermal interface resis-
tance. Water enters at 35°C and the hot source temperature is
constrained to 70°C. For simplicity the convection resistance is
calculated using the Nusselt number for fully developed laminar
flow with constant heat flux �Nu�5.3� in a 0.25 aspect ratio chan-
nel, as given by Eq. �349� in Shah and London �2�. The spreading
resistance is calculated using the equation provided by Lee et al.
�3�. For laminar flow, the convection heat transfer coefficient is
constant �h=9972 W/m2 K, and is independent of water flow rate.
The Rcv=1/�hA=0.0467 K/W and Rsp=0.031 K/W, resulting in
Rtot=0.0777 K/W �Rcv+Rsp�. This example uses Eq. �1� to calcu-
late the heat transfer rate �q� using the LMTD design method. The
LMTD is based on Thot, Tc,in, and Tc,out. An iterative calculation is
necessary to calculate the LMTD, because the Tc,out depends on q.
Equations �5a�, �5b�, and �5c� have been used for the ITD design
method. The same value of Rtot is used for both design methods.
Table 1 shows the calculated heat transfer rate for different flow
rates using the LMTD and various ITD design methods. The cal-
culation is performed for water flow rates up to 20 g/s.

For the LMTD method, q increases with increasing water flow
rate, because the LMTD increases with increasing water flow rate.
Because the ITD is constant, the Eq. �5a� ITD method gives q
=450 W for all water flow rates. The q defined by Eq. �5b� ap-
proximates the result of the LMTD method. Equation �5c� yields a
q value lower than that of the LMTD method. Clearly, the Eq.
�5a� ITD design method �and the Eqs. �5b� and �5c� variants�
gives different results than those of the LMTD design method.

If a turbulent flow correlation were used for water flow rate
�20 g/s, one would find that the LMTD would be further in-
creased and higher values of qLMTD would be predicted. At infinite
water flow rate, the LMTD�ITD and both methods would give
the same q.

Discussion
The example problem clearly shows that if one defines

Rtot,ITD=Rtot �Eq. �3�� the ITD method is insensitive to water flow
rate and that the predicted results do not agree with those obtained
by the LMTD method.

For completeness, the �-NTU formulation is also presented and
discussed. As given by Eq. �11.23� of Incropera and DeWitt �4�,
the �-NTU design method gives

q = Cmin�ITD �8a�

Equation �8� may be rewritten as

ITD

q
=

1

�Cmin
�8b�

Comparison of Eqs. �8b� and �5a� shows that the right-hand side
of Eq. �8b� is not equal to Rtot as defined in Eq. �3�. For an electric
heat input with a single fluid, Eq. �11.36� of Incropera and DeWitt
�4� shows that

example problem

qLMTD
�W�

qITD
Eq. �5a�

�W�

qITD
Eq. �5b�

�W�

qITD
Eq. �5c�

�W�

337 450 344 238
388 450 390 330
408 450 408 366
417 450 418 386
or
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� = 1 − exp�NTU� �9�

or this case, Cmin= ṁcp and NTU=hA / ṁcp. For a heat flux input
o a coolant, substitution of Eq. �9� in Eq. �8b� shows that the
orrect definition for ITD/q is given by

ITD

q
=

1

ṁcp

1

1 − e−NTU �10�

se of the �-NTU is a more direct method of working the ex-
mple problem, because it does not require an iterative solution to
alculate the LMTD. However, it gives the same answer as the
MTD method.

onclusions

1. Several conflicting “ITD design methods” appear in the
electronic cooling literature. These methods are inconsistent
with the well accepted LMTD or �-NTU design methods.

2. The ITD design methods defined by Eqs. �5a�, �5b�, and �5c�
are invalid for cooling systems that contain at least one
single-phase coolant thermal resistance. The problem occurs
because the methods do not correctly define the driving tem-
perature difference.

3. The total thermal resistance �Rtot,ITD� defined by the ITD
design method �Eq. �5a�� is greater than the Rtot �Eq. �3��
defined by the LMTD design method.

4. The Eq. �5b� definition, which includes “fluid thermal resis-
tances,” is approximately correct, but not exact.

5. Although it is possible to correct RITD to obtain the exact
value of Rtot by adding appropriate “fluid thermal resis-
tances” the process is unconventional and is cumbersome.

6. The well accepted LMTD or �-NTU design methods are
totally applicable to design of electronic heat sinks. Their
use is strongly recommended.

omenclature
A � heat transfer surface area, Ap �area of flat heat

source�
ournal of Heat Transfer
C � capacity rate �=ṁcp�, Cmin �minimum�, Cmax
�maximum�

cp � fluid specific heat
Dh � hydraulic diameter

h � heat transfer coefficient
ITD � inlet temperature difference �Thot−Tc,in�

LMTD � log-mean temperature difference; also written
as �Tln.

ṁ � mass flow rate
NTU � number of thermal units �=UA /Cmin�

q � heat transfer rate
Tc � coolant temperature, Tc,in �inlet�, Tc,out �outlet�

Thot � hot source temperature
Rcv � convection thermal resistance �=1/�hA�
Rtot � defined as 1/UA, valid for LMTD or �-NTU

design methods
Rtot,ITD � defined by Eq. �5a�, �5b�, and �5c� for ITD

design method
Rsp � spreading thermal resistance
Re � Reynolds number, ReDh �based on hydraulic

diameter�
U � overall heat transfer coefficient
� � heat exchanger thermal effectiveness
� � surface efficiency for finned surface

�Tc � Tc,out−Tc,in
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ntroduction
Composting is the biological decomposition and stabilization of

rganic substrates. Heat is generated biologically to produce a
nal product that is stable, free of pathogens and weed seeds,
hich can be beneficially applied to land. As pointed out by Haug

1� and Li and Jenkins �2�, composting is an ancient art, yet en-
ineering that is still often conducted using a “handbook ap-
roach.” However, such an approach lacks the knowledge to con-
rol various factors involved to achieve the desired end product
nd economics. A typical composting system with aeration is
hown in Fig. 1, where the air is ventilated from the bottom to
ccelerate the biological processes. The air carries sensible and
atent heat away as passing through the matrix, while it is essential
o maintain organic decomposition leading to biological heat gen-
ration. Thus, the control of aeration requires heat transfer analy-
is if we are to maintain the optimum temperature for the com-
osting system �which, according to Nakasaki et al. �3�, coincides
ith the optimum reaction temperature of around 60°C�. Math-

matical modeling of composting processes in such a composting
ystem is still in its infancy, although several attempts �3–8� have
een made to simulate the composting reactions.

The authors �9� have recently introduced the volume-averaging
heory previously established for the study of porous media with
eat generation �e.g., Nakayama et al. �10��. We extended it to
stablish a complete set of the volume-averaged governing equa-
ions appropriate for the analysis of composting processes. As a
rst step towards our strategic efforts to establish a complete nu-
erical prediction tool for composting operations, we propose a

imple lumped parameter model, which can be obtained by inte-
rating the foregoing governing equations.

1Corresponding author.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received June 6, 2006; final manuscript received

anuary 14, 2007. Review conducted by Chang Oh.
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Heat Balance Equation
The composting pile consists of solid, liquid, and gas. The solid

phase includes biodegradable substrates, microbes, and humic
substances converted from dead organisms and minerals, whereas
the main contents of the gas phase are oxygen, nitrogen, carbon
dioxide, and water vapor. Both substrates and microbes are of
multi-components. However, we shall consider a composting sys-
tem of one defined substrate and one defined microbe species. For
simplicity and definiteness, let the gas phase �denoted by the
super- or subscripts f� refer to the mixture of the gases and water
vapor, and let the other, namely, the porous matrix �denoted by the
super- and subscripts s�, refer to the liquid water, biodegradable
substrate, microbes, and uncompostable substances, all of which
are assumed to be in thermal equilibrium within the matrix.

Heat is generated due to biological reactions, and transfers from
the solid to fluid or vice versa. Under such a non-equilibrium
condition, the two-energy equation model �9� may be used, in
which two distinctive intrinsic average temperatures, namely, one
for the gas �T� f and the porous matrix �T�s, are introduced as
follows

� fcpf��
��T� f

�t
+ �uj�

��T� f

�xj
� =

�

�xj
��kfe

��T� f

�xj
� +

1

V	
Aint

kf
�T

�xj
nj dA

�1�

�1 − ����W�scw + �S�scsub + �X�scx + �U�scu�
��T�s

�t

=
�

�xj
��1 − ��kse

��T�s

�xj
� −

1

V	
Aint

kf
�T

�xj
nj dA

+ �1 − ��
Hw
��W�s

�t
− Hsub� ��X�s

�t
+

��S�s

�t
�� �2�

The last term on the right-handside of �2� describes the net volu-
metric heat generation due to biological reactions. However, Na-
kayama et al. �10� analytically showed the difference in the two
temperatures is quite small as long as the macroscopic character-
istic length scale �i.e., the size of the static pile� is much greater

than �kf /hv where hv is the volumetric heat transfer coefficient.
Thus, we may combine the two energy equations, under the local
thermal equilibrium �i.e., T= �T� f = �T�s�, to obtain a single energy
equation for the composting system

��1 − ����W�scw + �S�scsub + �X�scx

+ �U�scu� + �� fcf�
�T

�t
+ � fcfuj

�T

�xj

=
�

�xj

��1 − ��kse + �kfe�

�T

�xj
� + �1 − ���Hw

��W�s

�t

− Hsub
���S�s + �X�s�

�t
� �3�

We integrate the foregoing heat balance equation over the entire
composting matrix to obtain the following ordinary differential
equation for a lumped parameter analysis

mscs
dT

dt
= �aircairV̇air�Ta − T� + hA�Ta − T� + Hw

dmw

dt

− Hsub
d�msub + mx�

dt
�4�

where T �°C� here is the temperature averaged over the entire

composting matrix. Note
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ms = mw + msub + mx + mu �5�

s the total mass of the composting matrix, while its specific heat
apacity is given by

cs =
mwcw + msubcsub + mxcx + mucu

ms
=

mwcw + �ms − mw�csub

ms

�6�

here csub=cx=cu is assumed. We may replace the properties of
he gas phase by those of air. The first term on the right-hand side
n Eq. �4� denotes the heat carried away by the air supplied at the

olume flow rate of V̇air, while the second term represents the heat
oss to the surroundings of the temperature Ta. Whether or not the
umped parameter can model the composting process to a quanti-
able degree depends on the uniformity of the temperature and
oncentration distributions within the pile. Since the aeration
akes the distributions uniform, the lumped parameter model of

his kind is believed to give quantitative information for the aver-
ge values in the aerated system.

icrobial Growth Rate Equation and Water Transport
quation
We may model the microbial growth rate according to Contois

11� as

dmx

dt
= − Y

dmsub

dt
= ��mw

ms
,T� msubmx

kcmx + msub
�7�

here � is the maximum specific growth rate, which is given by

�

�b
=�

mw

ms
− wa

Ka +
mw

ms

��T� :wa �
mw

ms
� w1

w1 − wa

Ka + w1

w2 −
mw

ms

w2 − w1
��T�

:w1 �
mw

ms
� w2

0 :otherwise

� �8�

Fig. 1 Composting of static pile with aeration
nd

ournal of Heat Transfer
��T� =�exp
−
EA

RA
� 1

T + 273
−

1

TM + 273
�� :T � TM

TL − T

TL − TM
:TM � T � TL

0 :TL � T
�
�9�

The coefficient � accounts for the empirical evidence found by
Nakasaki et al. �3�. Thus, � increases with the temperature fol-
lowing Arrhenius expression up to the optimum reaction tempera-
ture TM =60°C, but decreases for any further temperature rise, as
microbial activities are held back. Fujita �8� on the basis of the
experiments using the mixtures consisting of dog foods, sludge,
and sawdust, recommends the values as follows: Ka=0.04, wa
=0.15, w1=0.6, w2=0.8, TM =60°C, TL=80°C, EA
=29,000 J /mol, RA=8.314 J /mol K.

The Contois constant kc is related to the growth yield as kcY
=4�20. Here, we fix kc=24, Y =0.5, and vary �b around a typical
value 0.18/h �i.e., 5�10−5 /s�, which depends on the degradabil-
ity of the composting material.

In order to close the model, we introduce the water vaporization
rate relationship proposed by Fujita �8�, namely

dmw

dt
= − WsatV̇air

mw

ms
�10�

where the saturated vapor concentration is given by

Wsat�T� = 0.804

exp�11.96 −
3994

T + 233.9
�

1 − exp�11.96 −
3994

T + 233.9
� �kg/m3� �11�

Normalization and Dimensionless Numbers
In order to normalize the water transport equation �10�, micro-

bial growth rate equation �7�, and heat balance equation �4�, we
define dimensionless variables of the form

t* �
�aircairV̇air

ms0cs0
t T* �

T − Ta

TM − Ta

mw
* �

mw

ms0
msub

* �
msub

ms0
mx

* �
mx

ms0
�12�

and

ms
* �

ms

ms0
= 1 − �mw0

* − mw
* � − �msub0

* − msub
* ��1 − Y� �13�

where the subscript “0” refers to as its initial value. The convec-

tion time scale tref=ms0cs0 /�aircairV̇air is used to normalize the
time, while the difference between the optimum reaction tempera-
ture and ambient temperature is introduced to scale the system
temperature. Using these dimensionless variables, the governing
equations are normalized as follows

dmw
*

dt* = − Fw�T*�
mw

*

1 − �mw0
* − mw

* � − �msub0
* − msub

* ��1 − Y�
�14�

dmsub
*

dt* = − DaFsub�T*,mw
* �

msub
* �mx0

* + Y�msub0
* − msub

* ��
mx0

* + Y�msub0
* − msub

* � + �msub
* /kc�
�15�
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�1 −
cw

cs0
�mw0

* − mw
* � −

csub

cs0
�msub0

* − msub
* ��1 − Y��dT*

dt*

= − �1 + St�T* − � Hw

cs0�TM − Ta��Fw�T*�

�
mw

*

1 − �mw0
* − mw

* � − �msub0
* − msub

* ��1 − Y�

+ Da� Hsub

cs0�TM − Ta��Fsub�T*,mw
* ��1 − Y�

�
msub

* �mx0
* + Y�msub0

* − msub
* ��

mx0
* + Y�msub0

* − msub
* � + �msub

* /kc�
�16�

here

Fw�T*� �
cs0Wsat�T�

�aircair
�17a�

Fsub�T*,mw
* � � � �

�b
�exp
EA

RA
� 1

Ta + 273
−

1

TM + 273
��

�17b�
he foregoing normalization procedure reveals two important di-
ensionless parameters controlling the phenomena, namely, Stan-

on number St and Damkohler number Da, respectively, defined
y

St �
hA

�aircairV̇air

�18a�

Da �
cs0ms0

�aircairV̇air

�b

kcY
exp
−

EA

RA
� 1

Ta + 273
−

1

TM + 273
��

�18b�
he Stanton number accounts for the heat loss to the environment
hile the Damkohler number corresponding with the ratio of re-

ction rate to convection rate controls the biological heat genera-
ion within the matrix. Alternatively, the Damkohler number may
e interpreted as the ratio of the convection time scale tref

ms0cs0 /�aircairV̇air to that of the microbial reaction. As we give
t, Da, Ta �or cs0�TM −Ta� /Hw� and the initial values mw0

* , msub0
* ,

x0
* , and T*=0, we may readily integrate the foregoing ordinary
ifferential equations to determine T*�t*�, mw

* �t*�, and msub
* �t*�,

nd subsequently find ms
*�t*� and mx

*�t*�=mx0
* +Y�msub0

* −msub
* �.

esults and Discussion
As a reference case, we consider a composting process within

he same static pile as investigated by Fujita �8�, in which the air
ontinuously flows into the static pile from the bottom by forced
entilation and the exhaust gas escapes from the top exposed to

he ambient air at the rate of V̇air=0.262 m3/s. The volume of the
tatic pile is 235.5 m3 and the initial total mass ms0=47,100 kg
uch that the apparent density is 200 kg/m3. Fujita �8� experimen-
ally evaluated the heat transfer coefficients at the inner and outer
alls in the range from 9 to 11 W/m2 K. The overall thermal

onductance through the concrete wall was estimated to be hA
640 W/K. The initial masses are given by mw0=28,260 kg,

sub0=14,130 kg and mx0=471 kg such that mw0
* =0.6, msub0

*

0.3, and mx0
* =0.01. The physical properties used in computa-

ions are as follows: �air=1.20 kg/m3, cair=1400 J /kg K, cw
4200 J /kg K, csub=2100 J /kg K, Hw=2.44�106 J /kg, and

sub=1.76�107 J /kg, such that cs0=mw0
* cw+ �1−mw0

* �csub

3360 J /kg K, and tref=�aircairV̇air /ms0cs0=100 h �i.e., 3.6
105 s�. For this reference case, we set �b=0.18/h �i.e., 5

−5
10 /s� and Ta=20°C, such that

04 / Vol. 129, JULY 2007
St �
�hA/ms0�

�aircair�V̇air/ms0�
= 1.48 �19a�

and

Da �
cs0

�aircair�V̇air/ms0�

�B

kcY
exp
−

EA

RA
� 1

Ta + 273
−

1

TM + 273
��

= 0.359 �19b�

Effects of the Specific Growth Rate Coefficient �b and Am-
bient Temperature Ta (Da) on the Composting Process. Prior to
a series of computations, the reference case described above was
treated to check the present calculation procedure based on
Runge-Kutta-Gill method �e.g., Nakayama �12��. The results ob-
tained for the case of �b=0.18/h are found in good accord with
those reported by Fujita �8�. The difference in the system tempera-
ture between the two sets of the results remains within 3°C. The
specific growth rate coefficient �b may vary depending on the
contents of the matrix. Fujita �8� carried out exhaustive measure-
ments of �b using various mixtures consisting of dog foods,
sludge, and sawdust, and found �b vary from 0.18/h to 0.08/h
depending on the mixtures. The computational results obtained for
various cases ranging from �b=0.18/h to 0.08/h with the other
values fixed are compared against the reference case in Figs. 2 and
3. As seen from Fig. 2, any decrease in �b results in lowering the

Fig. 2 Effects of �b on system temperature
Fig. 3 Effects of �b on total mass
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ystem temperature and a longer time to attain its peak tempera-
ure. Naturally, Fig. 3 shows that the total mass decreases more
lowly for a smaller �b. Especially when �b as small as 0.08, the
ystem temperature never exceeds the optimum reaction tempera-
ure of 60°C.

The effects of ambient temperature Ta on the system are similar
o those of �b. We note from Eq. �19b� that any decrease in either

b or Ta results in lowering the value of Da. As will be shown
ater using the dimensionless presentation, it is the Damkohler
umber Da that virtually controls the time for the system to reach
ts peak temperature.

Effects of the Thermal Conductance (St) on the Composting
rocess. The size of the static pile directly reflects on the value of
A /ms0, which naturally increases for a smaller size. Fujita �8�
ives hA /ms0=0.0136 W/kg K for ms0=47,100 kg �i.e., the ref-
rence case� and hA /ms0=0.0445 W/kg K for ms0=2.51 kg. It is
ssumed that the air is supplied in such a fashion that the volume
ow rate per unit mass of the matrix is held constant, say

˙
air /ms0=5.56�10−6 m3/kg s �i.e., 0.02 m3/kg h. This practice
elps attain optimum microbial activities, without carrying much
eat away from the system. Thus, for the same ambient condi-
ions, a decrease in the size of the static pile results in an increase
n St �see Eq. �19a��, while Da �see Eq. �19b�� stays constant.
omputations were made for the cases ranging from hA /ms0
0.0136 W/K kg to 0.0667 W/K kg �St=1.48 to 7.14� and the

ig. 4 Effects of heat loss per unit mass on system
emperature
Fig. 5 Dimensional presentation of system temperature

ournal of Heat Transfer
results are shown in Fig. 4. The figure clearly shows that heat loss
shortens the plateau of high temperature period; and decelerates
consumption of the mass in the system. It is essential to design the
system such that St stays sufficiently small �say St�5� for the
system temperature to exceed the optimum reaction temperature.

Dimensionless Presentation. In addition to the reference case,
two distinctive cases; namely �Ta ,�b�= �10°C,0.247/h� and
�0°C ,0.43/h�, in which Da remains the same value Da=0.359 as
the reference case �Ta ,�b�= �20°C,0.18/h�, are considered to in-
vestigate possible similarity in the results for fixed Da.

The temperature results for three cases are presented in dimen-
sional and dimensionless forms in Figs. 5 and 6, respectively,
while the temporal development of the total mass is plotted in Fig.
7 using a dimensionless form. Figure 6 clearly shows that all three
normalized curves overlap one another in a considerably wide
range, from the beginning of the temperature rise to the end of the
temperature plateau. �After the plateau, the temperature drops
faster for the lower ambient temperature.�

From both Figs. 6 and 7, we may conclude that, for a given
Stanton number St, the Damkohler number Da virtually controls
the system. Thus, it should be taken as one of the important pa-
rameters for designing the composting process with aeration.

Fig. 6 Dimensionless presentation of system temperature
Fig. 7 Dimensionless presentation of total mass

JULY 2007, Vol. 129 / 905
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omenclature
A � total surface area of the static pile �m2�
c � heat capacity �J/kg k�

Da � Damkohler number
Ea � activation energy �J/mol�
h � overall heat transfer coefficient �W/m2 K�

Hw � latent heat of water vaporization �J/kg�
Hsub � latent heat of metabolic reaction �J/kg�

kc � Contios constant
kfe � effective thermal conductivity of fluid �W/m K�
kse � effective thermal conductivity of solid

�W/m K�
m � mass �kg�
u � Darcian velocity �m/s�

RA � universal gas constant �J/mol k�
�S�s � volume average concentration of substrate

�kg/m3�
St � Stanton number

t � time �s�
T � system temperature �K�

Ta � ambient tempearture �K�
TM � optimum reaction temperature �K�

�U�s � volume average concentration of uncom-
postable �kg/m3�

V̇air � volume flow rate of air �m3/s�
�W�s � volume average concentration of water

�kg/m3�
wa,1,2 � constants associated with the maximum spe-

cific growth rate
�X�s � volume average concentration of microbes

�kg/m3�
Y � growth yield
� � function associated with the maximum specific

growth rate
� � volume fraction occupied by the gas phase
06 / Vol. 129, JULY 2007
� � density �kg/m3�
� � maximum specific growth rate �s−1�

�B � coefficient associated with the maximum spe-
cific growth rate �s−1�

Subscripts and Superscripts
air � air

f � gas
s � matrix

sub � substrate
u � uncompostable
w � water
x � microbes
0 � initial

Special Symbol
� � f ,s � intrinsic average
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ecrease in Thermal Contact
onductance and the Contact Pressure
f Finned-Tube Heat Exchangers
ssembled With Different Size Bullets

hakravarti Madhusudana

ui-wai Cheng

chool of Mechanical and Manufacturing Engineering,
he University of New South Wales,
SW, 2052, Australia

he thermal contact conductance (TCC) at the mechanically
onded tube/fin interface of a heat exchanger may be controlled
y varying the amount of initial expansion of the tube. However,
n this case, the TCC also varies with the temperature because of
he differential expansion between the tube and the fin. The objec-
ives of the present study are to determine the improvement in
CC resulting from higher degrees of the tube expansion, to de-

ermine the variation in TCC with the maximum temperature, and
o estimate the change in contact pressure with the temperature.
his paper presents the results of heat transfer experiments on
echanically expanded finned-tube specimens. Experiments were

onducted in an atmosphere of nitrogen. The results showed that
he TCC is enhanced by increasing the degree of initial expansion.
here is a practical limit, however, to the maximum expansion

hat can be attempted. For the direction of heat flow prevailing in
he experiments, the TCC and the contact pressure of every speci-
en decreased with increasing temperature.

DOI: 10.1115/1.2712859�

eywords: thermal contact conductance, fin-tube heat exchanger,
hermal contact resistance, bullet size, interstitial gas

ntroduction
Compact heat exchangers are most commonly made with alu-
inum plate-fins and copper tubes. The interfaces between the

ubes and fins are generally formed by mechanical expansion of
he tubes into the fin collars. Due to the imperfect nature of the
ontact at the interface, an additional thermal resistance called
hermal contact resistance �TCR� will exist �1�. The resistance

anifests itself as an additional temperature drop at the interface
Fig. 1�, so that the TCR may be defined as the ratio of the tem-
erature drop ��T� to the heat flux �Q�� across the interface

Rc = �T/Q� �1�
n Eq. �1�, the resistance is defined on a unit area basis. Some
uthors, therefore, refer to it as specific thermal resistance.

The thermal contact conductance �TCC� is the reciprocal of
CR

hc = Q�/�T �2�
ote that the heat transfer across the interface is partially through

onduction at the solid-to-solid contact spots and partially through
he gas gap. Because of the microscopic nature of the gas gaps,
onvection currents cannot exist in them. Furthermore, heat trans-
er by radiation is insignificant at temperatures below 300°C.
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Thus, the heat transfer across the gas gap is also by �molecular�
conduction, so that we can write

hc = hs + hg �3�

in which hs is the solid spot conductance and hg is the gas gap
conductance.

Because of the importance of TCR in many applications, a large
number of theoretical and experimental studies in contact heat
transfer have been carried out in the past five decades.
Madhusudana �2� has described the details of recent research
work in contact heat transfer. An overwhelming majority of pre-
vious work deals with flat contacts. The investigation into the
contact heat transfer of fin-tube exchangers, however, would fall
into the area of cylindrical joints. The following is a brief review
of relevant work in this area.

Dart �3� identified the contact resistance between the fin and the
tube to be an important parameter in the characterization of heat
exchanger performance. In their detailed analytical and experi-
mental study of interference-fitted finned tubes, Gardner and Car-
navos �4� noted that, as the operating temperature increased, the
fins expanded away from the tube wall due to their larger expan-
sion coefficient. As the temperature was increased further, the
contact pressure between the fin and tube wall would become zero
and a gas gap would be introduced. Eckels �5� investigated the
TCC of mechanically expanded plate finned-tube heat exchangers.
He found the most significant sources of error to be the tempera-
ture and the mass flow rate measurements along with the assumed
value of the fin resistance.

In their studies of TCR/TCC in heat exchangers, Sheffield et al.
�6� reported that the TCR is typically up to 15% of the overall
thermal resistance of heat exchanger. Nho and Yovanovich �7�
found that the TCR, as a fraction of the overall resistance in a
vacuum environment, ranged from 17.6% to 31.5%. These two
findings indicate that the TCR is a significant factor in finned-tube
heat exchangers. In other words, TCR could noticeably reduce the
efficiency of the heat exchanger.

Recently, Critoph et al. �8� tested coils with collared aluminum
fins and copper tubes, as well as aluminum tubes. Comparing
brazed fins to mechanically bonded fins, they concluded that the
contact resistance in mechanically bonded fins accounted for
12.5% of the resistance due to air-side convective heat transfer on
the fin. They also examined the fin-tube interface under the mi-
croscope, and reported that a gap of 0.01 mm would increase the
overall resistance by 10%. ElSherbini et al. �9� investigated the
thermal contact resistance in plain fin-tube evaporators with col-
larless fins under dry and frost conditions. Two geometrically
identical full aluminum fin-tube coils were examined. One of
them had fins brazed to the tubes and the other one was made by
pneumatic expansion of collapsed aluminum tubes in the fin stack.
From the results obtained under dry conditions, they concluded
that the contact resistance was very high, due to the small contact
area caused by the absence of fin collars. The value of air-side
resistance of brazed coil was 50% smaller than the unbrazed coil
under dry conditions. In their tests under frost conditions, they
noted that the thin layer of frost filled the gaps between the fins
and tubes, and caused the high contact resistance to disappear.
Kim et al. �10� investigated the thermal contact conductance of a
set of fin-tube �aluminum fins and copper tubes� heat exchangers
in vacuum. They concluded that the thermal contact conductance
increases when the diameter of expansion ball increases, when the
fin spacing decreases, and when the fin is of plate type rather than
of slit type. Jeong et al. �11� also reported a similar result for the
fin-tube heat exchangers. In both of the references, since the tem-
perature of the hot stream and, consequently the heat input, were
kept constant, the effect of temperature and the heat input on
conductance could not be determined.

The above review of previous work on tube/fin heat exchangers

thus indicates that:
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• TCR at the tube/fin interface is significant if they are me-
chanically bonded, in other words, the TCC is not infinite.

• All of the previous workers used an indirect method to es-
timate the TCR; that is, they estimated it by subtracting the
sum of all other resistances �measured or estimated from
correlations� from the overall resistance.

• Most investigators assumed the TCC to be constant. In par-
ticular, the change in contact resistance caused by tempera-
ture related differential expansion is often neglected.

hese conclusions had also been previously noted by
adhusudana et al. �12�.
The TCC may be increased either by increasing the contact

ressure or by introducing soft conducting material into gaps in
he interface. The first of these approaches will be investigated in
his work. Increasing the apparent contact pressure will increase
he actual contact area and consequently increase the TCC. The
ontact pressure at the time of assembly depends on the size of the
xpansion bullet used. During the operation of the heat exchanger,
owever, the heat input causes changes in temperature and tem-
erature gradients, resulting in changes in the differential expan-
ion between the tube and fin. This change in differential expan-
ion also causes a change in the contact pressure and hence the
CC. The present study aims to investigate the effect of the size
f the expansion bullet on the TCC of fin-tube heat exchangers.
nother objective of the present study is to determine the varia-

ion of the conductance and contact pressure with temperature.
he proposed experimental method allows direct measurement of
CC.

nalysis
If the total contact conductance hc is known or measured, then

rom Eq. �3�, the solid spot conductance can be determined as

hs = hc − hg �4�

n Eq. �4� gas gap conductance hg could be estimated from the
ollowing equation �13�

hg =
kg

�eff
�5�

here

�eff � 2.7� �6�
There are several theoretical expressions available for predict-

ng the solid spot conductance �see, e.g., Mikic �14��. However,
hese are applicable to idealized isotropic, randomly rough sur-
aces whose asperties are undergoing perfectly plastic deforma-
ion.

The following equation, similar in form to that of Mikic, was

ig. 1 Interfacial temperature drop due to thermal contact
esistance
mpirically derived by Tien �15�

08 / Vol. 129, JULY 2007
hs = 0.55 tan �� ke

�
�� P

Hv
�0.85

�7�

Since Tien’s correlation is based on experimental results of sev-
eral investigators, and not based on idealized situations, Eq. �7�
will be used in this paper to estimate the contact pressure.

Experimental Details
It is evident from Eqs. �5� and �7� that the factors affecting the

TCC are the surface properties, microhardness of the materials,
interface temperatures, heat flow across the interface, contact
pressure, and the interstitial medium. The surface properties and
the microhardness were directly measured in a Federal Surfana-
lyzer 5000 and a Carl-Zeiss Jena Vickers microhardness tester,
respectively. Interface temperatures and heat flow across the inter-
face are obtained simultaneously in the test apparatus for TCC
measurement. The interstitial medium could be controlled by fill-
ing the enclosed chamber by a known gas.

In a cylindrical joint, it is difficult to measure contact pressure
directly. As indicated in the previous section, it is estimated from
the TCC measurements.

A test apparatus was specially made to determine the TCC for
specimens with single fin and seven tubes. This apparatus uses the
direct method in which TCC is calculated directly by measuring
the temperature drop across the interface. As shown in Fig. 2, the
experiment apparatus consists of test chamber, vacuum pump,
pressure gauge, thermocouples, A/D converter, data recorder, a
pair of water circulating reservoirs, and a specimen. The design
details of the test apparatus were described in a previous paper
�16�.

Test Specimen
The geometry of the specimen is based on the heat exchanger

model Heatcraft 3000 Series. The specimen consisted of a single
fin and seven tubes, as shown in Fig. 4. The central tube provided
the heating, whereas the six outer ones accomplished the cooling.

In this experimental investigation, three different specimens
were examined. Each specimen is constructed with a corrugated
aluminium fin of 0.12 mm thickness. The copper tubes are
100 mm long with a 9.52 mm outer diameter by 0.31 mm wall
thickness. Three different size bullets have been used for expan-
sion purposes. Their sizes are 9.42, 9.52, and 9.62 mm. Note that
the 9.42 mm bullet is the one normally used in the industry for
this tube size. Figure 3 also shows a typical bullet for mechanical

Fig. 2 Schematic diagram of the experimental apparatus
expansion. The relevant material properties are given in Table 1.
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hermocouple Locations and Calculations
Type-T thermocouples were used to measure the temperatures

t particular positions on the test specimen. They were calibrated
y comparing them with the standard reference instrument,
amely, FLUKE – 2180A RTD Digital Thermometer from 5°C to
5°C with 5°C increments.

Figure 4 shows the location of the thermocouples. The outputs
rom thermocouples 1 and 2 were used for estimating the mean
uter tube wall temperature at the contact interface of the fin
ollar and the center tube

TH =
T1 + T2

2
�8�

hermocouples 13 and 14 were installed inside the hot water
tream at the far ends of the inlet and outlet respectively. The
hermocouples were immersed at the centre position of the hot
ube to measure the inlet and outlet temperatures for estimating

he total heat input �Q̇in� to the system.

Q̇in = ṁCp�T13 − T14� �9�
hermocouples 3 and 4 were fixed at the outer surface of centre of

he fin collar. The average value would be used to estimate the
emperature of the outer surface of the center of the fin collar.
hermocouple numbers 5, 6, 7, 8, 15, and 16 perform similar

unctions on the cold tube/fin. Thermocouples 9 and 10 were fixed

Table 1 Relevant properties of tube and fin materials

aterial
Copper

�bare tube�
Aluminum

�fin�

urface roughness �rms�, � ��m� 0.338 0.275
bsolute slope of surface profile, tan � 0.046 0.021
icrohardness, Hv �MPa� 571 287

hermal conductivity �W m−1 K−1� 401 237
oefficient of linear expansion, ��10−6 �K−1� 16.5 23.1

ig. 3 Top: Specimen „single fin and seven tubes…. Bottom:
echanical expansion bullet and tube.
ournal of Heat Transfer
midway from the center tube to the surrounding tube on the fin.
The temperatures from these were used only to confirm that the
distribution of heat transfer was uniform from the central to the
outer tubes. They were not used in the calculations.

The thermal contact conductance was determined by the fol-
lowing equation

hc =
Q̇in

Ac�TH − Tcollar�
�10�

Experimental Conditions and Uncertainties
Every specimen was tested in a nitrogen atmosphere. Nitrogen

was used to represent a normal atmospheric condition while
avoiding the effect of variable moisture content present in normal
atmospheric air and any possible oxidation. Note that the thermal
conductivity of nitrogen is similar to that of air. It varies from
0.0272 to 0.0305 W/ �m K� over the range of the maximum tem-
perature, 45°C to 85°C, obtained in the tests �17�.

A water circulating cooler controls the water temperature of the
cooling stream. Cold water flows through the six surrounding
tubes in the specimen at a constant temperature of 5°C. The hot
stream flows through the center tube in the specimen and the
temperature range for the testing was from 45°C to 85°C.

All of the readings must satisfy the steady-state condition to be
accepted as valid records. The assumption of the steady-state con-
dition is defined and executed by a computation program. The
program compares the difference between the present temperature
reading �Tn� and the previous 900 temperature readings �Tn−1�,
with a maximum deviation of 0.2°C ��Tmax�. Since the sampling
rate of every thermocouple is set at 1 second per sample, 900 sets
of samples are processed in 15 min �900 s�.

Uncertainties
The uncertainties in TCC measurement �Eq. �10��, are due to

the uncertainties in the heat flux measurement and in the tempera-
ture drop. Allowance must also be made to any heat loss from the
specimen to the surroundings.

The average uncertainty of the thermocouples was 0.1°C after
calibration with the standard reference instrument. Since the heat
flow is radial and the axial temperature difference is small, the
heat loss by convection is likely to be small. It would still be
desirable to perform an energy balance by looking at the heat
delivered to the cold tubes. It was, however, not possible to mea-
sure the heat reaching the cold tubes separately because of the
very small temperature differences obtaining in the cold tubes �the
heat input from the single hot tube is divided into six cold tubes�.
It is, however, possible to calculate the heat loss due to convection
between the hot and the cold tubes. Estimates of heat loss from
the specimen to the surroundings in the nitrogen atmosphere indi-
cated that the average value of the heat loss by convection for the
whole range was 2.9% of the total heat flow.

An uncertainty analysis was performed applying the law of
propagation of uncertainties �18�, taking all of the above factors
into account. The individual uncertainties as well as the overall

Fig. 4 Location of thermocouples on the specimen
uncertainty in the thermal contact conductance measurement are

JULY 2007, Vol. 129 / 909
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isted in Table 2 for each of the three specimens. It is clear that
ost of the uncertainty is in the heat flow measurement and not in

he measurement of interface temperature drop or due to heat loss.

esults and Discussion
The solid spot conductance was determined by subtracting the

ap conductance from the measured total conductance, as indi-
ated in Eq. �4�. It was observed that while the range of the total
onductance, for all specimens, was from 228 to 619 kW/ �m2 K�,
he range for the gap conductance was from 23.2 to
5.9 kW/ �m2 K�. In other words, the heat transferred across the
as gap is about 10% or less of the total heat flow across the
nterface. This is to be expected since both copper and aluminum
re very good conductors of heat compared to nitrogen.

The variation of the solid spot conductance with temperature,
or all of the specimens, is shown plotted in Fig. 5. It is at once
oted that:

• The size of the expansion bullet has a significant influence
on the TCC: the larger the expansion, the higher is the TCC.

• The TCC decreases as the temperature increases. This indi-
cates that the expansion of the aluminum fin is larger than
that of the copper tube and this differential expansion gradu-
ally relaxes the interface pressure obtained at the time of
assembly by the mechanical expansion of the tube into the
fin.

rom the thermal conductance data as presented above, the corre-
ponding variation in contact pressure may be computed using Eq.
7�. The estimated contact pressures are plotted against tempera-
ure in Fig. 6. Also shown in this figure are the initial contact
ressures obtained by extrapolation to 20°C. As the temperature
as increased, the contact pressure decreased from 1.74 to
.44 MPa, from 2.93 MPa to 2.45 MPa, and from 5.58 MPa to
.05 MPa for the 9.42, 9.52, and 9.62 mm bullets, respectively.

There were some problems encountered in the manufacturing
rocess using the 9.62 mm bullet. These include the difficulty in
olding the tube during the expansion process and occurrence of

able 2 Average uncertainties in thermal contact conductance
easurements

Size of
expansion

bullet �mm�
Uncertainty

in �T
Uncertainty

in Q

Uncertainty
due to

heat loss
Uncertainty

in TCC

9.42 ±0.62% ±6.16% ±2.90% ±6.84%
9.52 ±1.14% ±9.17% ±2.90% ±9.68%
9.62 ±1.03% ±4.32% ±2.90% ±5.30%

ig. 5 Variation of solid spot conductance with maximum

emperature

10 / Vol. 129, JULY 2007
fractures on the tube wall surface. For this reason, this high degree
of expansion is not recommended, although there is considerable
enhancement in the contact conductance using this expansion.

Conclusions and Recommendations
The thermal contact conductance at the fin-collar tube-wall in-

terface of a plate finned-tube heat exchanger, in a nitrogen envi-
ronment, was experimentally investigated. Three specimens for
the tests were made with the same materials �all copper tubes and
aluminum fins� and geometry. The three specimens were charac-
terized by bullets of different diameter �9.42, 9.52, and 9.62 mm�
used for their expansion.

The results show that:

• The thermal contact conductance may be definitely en-
hanced by subjecting the copper tube to higher degrees of
expansion; that is, by using expansion bullets of larger di-
ameter. Difficulties in fabrication and material strength con-
siderations, however, put a limit to the maximum expansion
that can be achieved in practice.

• For the tube/fin combinations tested, the contact pressure is
relaxed and the contact conductance decreased as the tem-
perature is increased. The present test situation corresponds
to what happens in the condenser of an air-conditioner. The
heat flow direction is reversed in an evaporator and the con-
tact pressure is likely to be reinforced in such a case.

• In the present series of tests, the gas gap conductance was
about 10% of the total conductance.

• Further work should focus on extending the range of maxi-
mum temperature, and the generation of correlations incor-
porating recent data for thermal contact conductance.
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Nomenclature
Ac � the area of the apparent contact surface �m2�
Cp � specific heat of pure water 4180 �J kg−1 K−1�

h � thermal conductance �kW m−2 K−1�
Hv � microhardness of the softer material �MPa�
ke � harmonic mean of the solid thermal conduc-

tivities, 2k1k2 / �k1+k2� �W m−1 K−1�
k � thermal conductivity �W m−1 K−1�

ṁ � mass flow rate of the working fluid �kg s−1�
P � pressure �MPa�

˙

Fig. 6 Variation of contact pressure showing the estimated ini-
tial pressure
Qin � heat input to the system �W�
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Q� � heat flux �W/m2�
R � thermal resistance �m2 K W−1�

tan � � effective mean absolute slope of surface profile
��tan2 �inner+ tan2 �outer�

T � temperature �K�

reek Symbols
�eff � effective distance across the interface �m�

� � effective rms surface roughness
���inner

2 +�outer
2 � �m�

ubscripts
c � contact

H � hot fluid stream
g � air gap

max � maximum
s � solid spot

eferences
�1� Madhusudana, C. V., 1996, “Thermal Contact Conductance,” Mechanical En-

gineering Series, Springer-Verlag, New York.
�2� Madhusudana, C. V., 2002, “Recent Research in Contact Heat Transfer, 16th

National Heat and Mass Transfer Conference & 5th ISHMT / ASME Heat and
Mass Transfer Conference, India.

�3� Dart, D. M., 1959, “Effect of Fin Bond on Heat Transfer,” ASHRAE J., 1, pp.
67–71.

�4� Gardner, K. A., and Carnavos, T. C., 1960, “Thermal Contact Resistance in
Finned Tubing. Transactions of ASME,” ASME Trans. J. Heat Transfer, 82,
pp. 279–293.

�5� Eckels, P. W., 1977, “Contact Conductance of Mechanically Expanded Plate

Finned Tube Heat Exchangers,” ASME Paper, August, pp. 15–17.

ournal of Heat Transfer
�6� Sheffield, J. W., Sauer, H. J., and Wood, R. A., 1987, “An Experimental
Method for Measuring the Thermal Contact Resistance of Plate Finned Tube
Heat Exchangers,” ASHRAE J., 93, pp. 776–785.

�7� Nho, K. M., and Yovanovich, M. M., 1989, “Measurement of Contact Resis-
tance in Finned Tube Heat Exchangers,” ASHRAE J. 95�1�, pp. 370–378.

�8� Critoph, R. E., Holland, M. K., and Turner, L., 1996, “Contact Resistance in
Air-Cooled Plate Fin-Tube Air-conditioning Condensers,” Int. J. Refrig., 9,
pp. 400–406.

�9� ElSherbini, A. I., Jacobi, A. M., and Hrnjak, P. S., 2003, “Experimental inves-
tigation of Thermal Contact Resistance in Plain-Fin and Tube Evaporators
With Collarless Fins,” Int. J. Refrig., 26, pp. 527–536.

�10� Kim, C. N., Jeong, J., and Youn, B., 2003, “Evaluation of Thermal Contact
Conductance Using a New Experimental-Numerical Method in Fin-Tube Heat
Exchangers,” Int. J. Refrig., 26, pp. 900–908.

�11� Jeong, J., Kim, C. N., Youn, B., and Kim, Y. S., 2004, “A Study on the
Correlation Between the Thermal Contact Conductance and Effective Factors
in Fin-Tube Heat Exchangers With 9.52 mm Tube,” Int. J. Heat Fluid Flow,
25, pp. 1006–1014.

�12� Madhusudana, C. V., Fletcher, L. S., and Peterson, G. P., 1990, “Thermal
Conductance of Cylindrical Joints—A Critical Review,” J. Thermophys. Heat
Transfer, 4, pp. 204–211.

�13� Wahid, S. M. S., and Madhusudana, C. V., 2000, “Gap Conductance in Contact
Heat Transfer,” Int. J. Heat Mass Transfer, 43, pp. 4483–4487.

�14� Mikic, B. B., 1974, “Thermal Contact Conductance: Theoretical Consider-
ations,” Int. J. Heat Mass Transfer, 17, pp. 205–214.

�15� Tien, C. L., 1968, “A Correlation for Thermal Contact Conductance of Nomi-
nally Flat Surfaces in Vacuum,” Proceedings of the 7th Conference on Thermal
Conductivity, U.S. National Bureau of Standards, Gaithersburg, pp. 311–320.

�16� Cheng, W. W., and Madhusudana, C. V., 2004, “Design and Fabrication of a
Test Apparatus for Measuring Thermal Contact Conductance in a Finned-Tube
Heat Exchanger,” 17th National Heat and Mass Transfer Conference & 6th
ISHMT/ASME Heat and Mass Transfer Conference, India.

�17� Cengel, Y. A., 1998, Heat Transfer a Practical Approach, WCB/McGraw-Hill,
New York, p. 963.

�18� Holman, J. P., 1971, Experimental Methods for Engineers, 2nd ed., McGraw-

Hill, New York, pp. 37–44.

JULY 2007, Vol. 129 / 911



A
S
o

S
R

C
A

S
P
e

D
H
I
C

A
u
m
h
t
d
c
t
t
T
fl
T
f
l
h
l
t
v
c
s
s
o
�

K
h
m

1

b
e
s
t
v
t
d
t

N

c

9

blation and Aero-thermodynamic
tudies on Thermal Protection Systems
f Sharp-Nosed Re-entry Vehicles

. Rameche Candane
esearch Scholar

. Balaji
ssociate Professor

. P. Venkateshan1

rofessor
-mail: spv@iitm.ac.in

epartment of Mechanical Engineering,
eat Transfer and Thermal Power Laboratory,

ndian Institute of Technology Madras,
hennai 600036, India

quasi-one-dimensional ablation analysis for a sharp-nosed, re-
sable, re-entry vehicle that could possibly be used in an un-
anned space program, has been carried out by using an in-
ouse code. The code is based on the boundary immobilization
echnique and the solution has been obtained using the tri-
iagonal matrix algorithm (TDMA). The heat fluxes on the spheri-
al nose cap that are used to determine the ablation rate of a
hermal coating applied over the surface of the vehicle are ob-
ained by performing a steady state aero-thermodynamic analysis.
he aero-thermodynamic analysis for the viscous, compressible
ow under consideration is carried out by using FLUENT 6.2.
he computational fluid dynamics (CFD) simulations are per-

ormed at three locations on the trajectory that the vehicle fol-
ows, on re-entry. These simulations yield the temperature and
eat flux distributions along the surface of the vehicle and the
atter are given as input to the ablation code. The shell material of
he vehicle is assumed to be zirconium boride �ZrB2�. The code is
alidated with benchmark cases and the flow and heat transfer
haracteristics are also discussed. In brief, the present work pre-
ents a methodology for coupling an ablation code with CFD
imulations from a commercial code, to study the effect of change
f the nose region on the ablation process.
DOI: 10.1115/1.2717250�

eywords: ablation, tri diagonal matrix algorithm (TDMA), ultra
igh temperature ceramics (UHTC), quasi-one dimensional
odel, boundary immobilization technique

Introduction
Since the advent of the modern computers, simulations have

een extensively used in the prediction of aero-thermodynamic
nvironments around re-entry vehicles and high-speed missile
ystems. The literature that is available on the aero-
hermodynamic analysis of re-entry vehicles is vast. A brief re-
iew of the literature reveals that many studies on aero-
hermodynamic analysis have been carried out with specially
eveloped computational fluid dynamic �CFD� codes �1–9�. After
he recent tragedy of Columbia, the thermal protection system of

1Corresponding author.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received April 21, 2006; final manuscript re-

eived December 17, 2006. Review conducted by Minking Chyu.

12 / Vol. 129, JULY 2007 Copyright © 20
the vehicles is being given very important consideration as safety
happens to be a prime factor of concern in manned orbital ve-
hicles. The present study deals with an interfacing of the widely
used CFD code FLUENT 6.2 with a quasi-one-dimensional abla-
tion code developed using Fortran 90. The heat fluxes obtained
from FLUENT for a steady-state analysis of the vehicle nose is
given as an input for determining the thickness of the ablated
material.

The surface of a vehicle is subjected to very high heat fluxes,
consequent upon which the surface may melt. In order to prevent
this, an expendable ablative surface/ shield is usually provided
over the surface of the vehicle. This prevents the vehicle surface
from taking high heat fluxes. The objective of the present work is
to develop an ablation code that can effectively track the ablation
front and can be coupled to the CFD results obtained from com-
mercial software. The one-dimensional ablation problem is solved
by using a Landau transformation �10� together with the finite
volume approach of Blackwell and Hogan �11�, to determine the
thickness of the material ablated. The methodology explained can
be effectively applied to the calculation of the recession rates at
various locations of the re-entry vehicle, regardless of its shape
�either flat or cylindrical or spherical�, thereby facilitating a com-
plete determination of the thermal protection system �TPS� for the
vehicle.

2 Modeling
In order to make the analysis realistic and relevant, the geom-

etry considered for the investigation is the nose cone of the un-
manned space vehicle �USV�, which is very similar to the one
being developed by CIRA �Italian Aerospace Research Center�.
The schematic representation of the nose cone is shown in Fig. 1.
From the reentry trajectory of Savino et al. �12�, three points are
selected for carrying out an aero-thermodynamic analysis using
CFD. The operating conditions to be investigated are shown in
Table 1. The free stream temperature and pressure are assumed to
be invariant with altitude, as the assumption of steady state is
made at all the three points on the trajectory.

The stagnation pressure and temperature are obtained using
isentropic relations given by

Tstag

T�

= 1 +
� − 1

2
M2 �1�

Pstag

P�

= �1 +
� − 1

2
M2��/�−1

�2�

The numerical investigation has been carried out for ultra-high
ceramic material �UHTC� zirconium boride �ZrB2� and also by
considering a layer of ablative material called Avcoat. The ther-
mophysical properties of zirconium boride and Avcoat are taken
from Ref. �13�

2.1 Computational Domain. The mesh is created using
GAMBIT �14� and since the geometry is not complex, a structured
mesh is used. The use of a structured mesh reduces the computa-
tional time considerably. The size of the mesh near the wall has to
be fine enough to resolve the viscous sublayer and the successive
ratio of the mesh had to be selected accordingly. The optimum
number of cells required for performing the investigation is ar-
rived at by performing a grid independence study with 75,000
cells and 140,000 cells. The dependent variables do not show any
notable variation for these two cases. The number of cells gener-
ated here are 140,000, i.e., almost twice the number of cells con-
sidered in Ref. �12�. The very first cell near the wall is located at
a distance of 10−08 m from the wall, which is sufficiently fine to
capture the steep variations in the gradients near the wall even if
the flow is turbulent. The wall y+ value is less than 5 throughout

the region near the surface.
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2.2 Numerical Modeling. The governing equations for con-
inuity, momentum and energy solved by FLUENT �15� are given
elow

��

�t
+

�

�xi
��ui� = 0 �3�

�

�t
��ui� +

�

�xj
��uiuj� = −

�P

�xi
+

�

�xj
��� �ui

�xj
+

�uj

�xi
−

2

3
�ij

�ui

�xi
��

+
�

�xj
�− X� �4�

he energy equation is given by

�

�t
��E� + � · �ui��E + P�� = � · �� � T − 	

j

hjJj + ��
¨

. ui�� + S

�5�

here sensible enthalpy h is defined for ideal gases as

h = 	
j�

mj�hj�

he solver is a coupled implicit solver with second-order unsteady
ormulation. The convergence criterion set for mass and momen-
um residuals is 10−3, and for energy the residuals are 10−6. The
pwinding scheme is of second order.

2.3 Quasi-One-Dimensional Ablation. Following Blackwell
nd Hogan �11� the solution of one-dimensional ablation is ob-
ained by solving the equations given below. The Landau trans-
ormation �10� for the present case is mathematically given as

� =
L − z

L − s
; z = �s + �1 − ��L = L − ��L − s� �6�

t z=s, �=1; at z=L, �=0. For axi-symmetric geometries, the z
nd r coordinate systems are related through

r = Ro − z; z = Ro − r �7�

he � and r coordinates are then related through

ig. 1 Schematic of the internal structure of the USV nose
ap, dimensions in millimeters

Table 1 Three points sele

. No
Time

�s�
Altitude

�km�
Velocit

�m/s�

328 45 2350
343 30 2400

a 352 20 2250
Peak heat flux condition.

ournal of Heat Transfer
� =
r − Ro + L

L − s
; r = Ro − L + ��L − s� �8�

The one-dimensional governing equation for energy for an arbi-
trary geometry is

�C
�T

�t
=

1

rm

�

�r
��rm�T

�r
� m = 0, planar

m = 1, cylindrical

m = 2, spherical

�9�

Using the chain rule and Eq. �8�, the conduction equation can be
transformed to

�C� �T

�t
+

�ṡ

L − s

�T

��
� = 
 1

�Ro − L + ��L − s��m

1

�L − s�2

�

��

	 ���Ro − L + ��L − s��m�
�T

��

 �10�

Equation �10� has a convection-like term that is not present in Eq.
�9�; this additional term is physically due to grid motion. The
velocity of any line of �=constant is �ṡ, and it is the coefficient
of the spatial derivative on the left side of Eq. �10�. This can be
seen by differentiating Eq. �8� with respect to time while holding
� constant, resulting in the velocity Vb of any �=constant line

Vb��,t� = � �z

�t
�

�

= �ṡ; Vb�1,t� = ṡ; Vb�0,t� = 0 �11�

The outer surface of the ablator ��=1� moves with a velocity
�surface recession rate� ṡ. The back surface of the ablator at ��
=0� moves with a velocity of zero, and intermediate points have a
velocity of �ṡ. The transformed partial differential equation is
solved by using a finite difference technique. The solution of the
finite difference form can be obtained by using the tridiagonal
matrix algorithm �TDMA�.

2.4 Coupling FLUENT Results With Ablation Code. The
surface heat fluxes obtained through the FLUENT �15� code will
not be accurate once the temperature of the surface exceeds the
melting temperature of the material. In such cases the heat transfer
coefficient determined from the FLUENT code is used for calcu-
lating the heat fluxes using expression �12�

Q = hcoeff�Taw − Tw� �12�

For a calorically perfect gas, the adiabatic wall temperature is
given by

r =
Taw − T�

Tstag − T�

Hence

Taw = r�Tstag − T�� + T� �13�

where r=�Pr for hypersonic laminar flows.
The heat fluxes thus obtained are given as an input to the abla-

tion code for determining the ablated material thickness. In the
present study, the ablation study on the material Avcoat is done
using this procedure.

d at the reentry trajectory

Temperature
�K�

Pressure
�Pa�

Mach
number

264.2 149.1 7.22
226.5 1197.0 7.96
216.6 5529.3 7.63
cte

y
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Results and Discussion
As a means of validating the FLUENT code, a benchmark case

rovided by Roy et al. �1� was considered and the comparison was
ound to be encouraging with the difference between the two pre-
ictions being within ±5%. For the nose cone of the USV consid-
red for the present investigation, the simulations are carried out
or three operating conditions �refer to Table 1�. The Knudsen
umber for all three cases is much less than 0.001 and hence is in
he continuum regime. Though the heat fluxes are obtained over
he entire surface of the vehicle, the heat flux over the spherical
ose cap is much higher than the other regions. Hence, the heat
uxes on the nose cap for the three re-entry conditions alone are
hown in Fig. 2. It is seen that the peak heat flux takes a value of
.1 MW/m2 at an altitude of 20 km and this is used for perform-
ng the ablation analysis.

To validate the ablation code, the results of Landau �10� are
onsidered. There are no analytical solutions for spherical geom-
tries, hence, the code developed is validated for a planar geom-
try. A 5-mm-thick slab is considered with an adiabatic back
oundary. The material considered for investigation on ablation
as the following thermo-physical properties �values used by
andau �10��. It is assumed that an incident heat flux of
MW/m2 is applied at t=0 and the re-radiation from the ablating

urface is ignored. Figure 3 shows the variation of nondimen-
ional surface recession rate � with the nondimensional time � for
ifferent values of nondimensional latent heat of ablation. It is
ound that the present code compares well with the works of Lan-
au �10� and Venkateshan and Solaiappan �16�. From Fig. 4, it is
een that though the general integral method and present finite
ifference method agree well with the exact solution of Landau
10� at higher values of the nondimensional time, they are not able
o reproduce the result at lower time levels. This is because of the
teep variation in the nondimensional surface recession rate at
ery low values of nondimensional time. The rate of change is
ather too large that even a very fine mesh is not able to capture
he variation at very low time levels. This has been very rightly

ig. 2 Heat flux variation along the surface of the nose cap
for reentry conditions…
ointed out by Landau �10� himself. The numerical results ob-

14 / Vol. 129, JULY 2007
tained from the ablation code have also been compared with the
experimental results of Tran et al. �17�. A comparison of the re-
sults is shown in Table. 2. The maximum error for the cases con-
sidered is within ±8%.

The heat fluxes obtained from FLUENT for the re-entry cases
cannot as such be given as inputs for the ablation code, as the
surface heat flux calculated by FLUENT is determined by assum-
ing the material to be stable even after the material melting tem-
perature is reached. This, however, is not practically true. Hence,

Fig. 3 Nondimensional surface recession rate history for pla-
nar ablation for different values of nondimensional latent heat
of ablation
Fig. 4 Shape change predicted for nose cone

Transactions of the ASME
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n the present investigation, the surface heat fluxes are calculated
y making use of the heat transfer coefficient from FLUENT and
hese are again recalculated by assuming the surface temperature
o be the same as the phase change temperature. The surface heat
uxes thus obtained are given as input to the code developed and

he surface recession rate and time at which ablation starts are
etermined. The optimum number of nodes for the ablation code
or the present case is found to be 96.

The effect of the shape change leads to a reduction in the heat
ux predicted along the surface of the nose and hence, neglecting

he effect of shape change is still advantageous from the point of
afety but may lead to a relatively thicker thermal protection sys-
em. The shape change predicted for the spherical nose cap after
00 s, 200 s, and 350 s is shown in Fig. 4. The heat flux acting at
he stagnation point is very high compared to the heat flux on the
ther nodes and hence the material removal at the stagnation re-
ion is more when compared to ablation in other regions, as ex-
ected. The shape change predicted for the nose cone including
he effect of shape change on the predicted heat flux is shown in
ig. 5. As it is not possible to account for the shape change after
very time step, the effect of shape change is accounted for at
imes of 100 s, 200 s, and 350 s. The shape change due to abla-
ion leads to a notable change in the heat flux predicted along the
urface of the nose. To account for this change in shape, the ge-
metry is created again after time steps of 100 s, 200 s, and 350 s
nd analyzed using FLUENT. The surface heat transfer coefficient

Table 2 Comparison of numerical results with ex

Experimental
models

Density
�kg/m3�

Heat
flux

�MW/m2�

vcoat 512.60 33.61
ICA-1 350.47 29.64
ICA-2 360.69 9.65
ICA-3 371.32 8.57

See Ref. �17�.

ig. 5 Shape change predicted for nose cone including the

ffect of shape change on the predicted heat flux

ournal of Heat Transfer
thus determined using FLUENT is made use of for calculating the
actual heat flux that the nose cone may encounter. The profile of
the nose after 350 s considering the effect of shape change in Fig.
5 shows that if the effect of shape change is considered the nose
could last for a longer duration of flight. A design of the TPS
could hence be improved upon by performing a similar analysis.

4 Conclusions
The aero-dynamic performance of re-entry vehicles and ballis-

tic missiles could be improved by providing sharp leading edges.
The use of reusable re-entry vehicles in the days to come is
mainly dependent on the thermal protection system that is pro-
vided on the surface of the vehicle. The ultra-high-temperature
ceramic �Zirconium di boride� is capable of withstanding a maxi-
mum temperature of 3000 K and hence it could serve as an effec-
tive substitute for current thermal protection systems �based on
the aerodynamic heating loads the vehicle is supposed to take�.
The present work has given a methodology to perform a complete
aero-thermodynamic and ablation analysis for a sharp nosed reus-
able reentry vehicle. The computations are carried out using a SGI
origin compute server and computational time taken for the simu-
lations using FLUENT ranges from 12 h to 24 h. A coarse grid at
the solid domain may yield results, which would be totally offset
from actual values. The quasi-one-dimensional ablation code is
seen to work well for the spherical nose cap and the coupling of
the FLUENT results with the ablation code seems to yield good
results. Hence, the prediction of aerodynamic heating and the re-
cession rate of material could be effectively simulated using the
methodology discussed in this study.

The present work is confined to ablation analysis considering
the heat fluxes that are determined using FLUENT for the peak
heat flux condition. It could be applied progressively to account
for the shape change due to ablation along the complete trajectory.
The shape change due to ablation will also change the surface heat
flux. To account for this the heat flux has to be determined by
changing the geometry based on the ablated material thickness
and then performing the CFD investigation. The method could be
computationally expensive if carried out for a mild change of
shape, hence it is advisable to modify the geometry after a notable
change in the shape and then perform the CFD analysis.

Nomenclature
a 
 ablation

alt 
 altitude, km
C 
 specific heat �J/kg K�
E 
 internal energy �J/kg�
h 
 enthalpy �J/kg�

hcoeff 
 heat transfer coefficient �W/m2 K�
J 
 diffusion flux �kg/m2 s�
L 
 thickness of slab �m�

Ma 
 Mach number
mj� 
 mass fraction

P 
 pressure �Pa�
Q 
 heat flux �W/m2�

imental results of Tran et al.a „arc jet testing data…

st
e

�

Latent
heat

�MJ/kg�
Recession

�mm�

Calculated
recession

�mm�

82.67 7.93 7.68
366.76 2.21 2.21
201.57 2.72 2.91
191.33 2.79 2.99
per

Te
tim
�s

10
10
22
25
R 
 radius of cylinder/sphere �m�
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r 
 radial coordinate �m�
s 
 surface recession �m�
ṡ 
 surface recession rate ds /dt�m/s�
S 
 source term
T 
 temperature �K�
t 
 time �s�
u 
 x velocity component �m/s�

u� 
 frictional velocity ��w /��m/s�
v 
 y velocity component �m/s�

Vb 
 velocity �m/s� of recession �m/s�
y 
 distance from any wall �m�

y+ 
 dimensional coordinate yu� /v
z 
 coordinate attached to original surface location

�m�

reek Symbols
� 
 thermal diffusivity �m2/s�

�ij 
 Kronecker delta
� 
 ratio of specific heats

=L−z /L
−s; � 
 Landau coordinate

� 
 thermal conductivity �W/m K�
� 
 dynamic viscosity �kg/m s� or nondimensional

recession rate �Lṡ /Q
� 
 kinematic viscosity �m2/s�
� 
 density �kg/m3�
� 
 nondimensional time �= �t− ta� / ta

�� 
 shear stress �N/m2�
�w 
 wall shear stress �N/m2�

 
 effective diffusivity �m2/s�

ubscripts
aw 
 adiabatic wall

b 
 boundary
coeff 
 coefficient

i 
 x component
i , j 
 component in plane x ,y

j 
 y component
o 
 outer radius

stag 
 Stagnation condition
t 
 turbulent
w 
 wall

16 / Vol. 129, JULY 2007
� 
 free stream condition

Acronyms
CFD 
 computational fluid dynamics

UHTC 
 ultrahigh-temperature ceramics
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erformance and Optimization of Flat
late Fins of Different Geometry
n a Round Tube: A Comparative
nvestigation

. Kundu
epartment of Mechanical Engineering,

adavpur University,
olkata 700 032, India

-mail: bkundu123@rediffmail.com

wing to a uniform thickness, the fin material of a flat plate fin
ear to the tip does not participate optimally in transferring heat.
n account of this, two new fin geometries of flat plate fins are
roposed for improving the heat transfer rate per unit volume.
hese projected fin geometries, namely flat plate fin circumscrib-

ng a circular tube by providing quarter circular cut at the cor-
ers of the tip (FQCT) and flat plate fin circumscribing a circular
ube having circular arc to cut at the tip (FCAT) are suggested.
he thermal performance of the said geometric fins has been de-

ermined by a semianalytical method. By using a rigorous semi-
nalytical technique, optimization have been demonstrated in a
eneralized scheme either by maximizing the rate of heat duty for
given fin volume or by minimizing the fin volume for a given

eat transfer duty. The optimization study has also been made
ith the additional length constraints imposed on one or both

ides of the fluid carrying tube. Finally, it can be demonstrated
rom the optimization study that two proposed fins, namely FQCT
nd FCAT, can dissipate more rate of heat than the FCT with an
dentical fin volume and thermophysical parameters. It can also
e highlighted that the optimum FQCT and FCAT can transfer
eat at a higher rate in comparison with the annular disk fin when
space constraint exists. �DOI: 10.1115/1.2717255�

eywords: annular disc fins, fin performance, flat plate fins,
ptimization, semianalytical method

Introduction
The rate of heat transfer between a gas and liquid stream is

estricted because of the low heat transfer coefficient in the gas
ide. Owing to the thermophysical properties of the gases, the gas
ide resistance amount to 85% or more of the total thermal resis-
ance. External fins are often attached to the primary surface to
educe this thermal resistance as a result size of heat exchanger
educes. However, the selection of any particular type of fins de-
ends on the geometry of the primary surfaces. The radial or
oncentric annular disc fins are one of the most common choices
or enhancing the rate of outside heat transfer from a circular tube.
t is well known fact that the rate of heat conduction in the fin
iminishes gradually along the length. This has given rise to a
ost of research activities for determination of an optimum fin
hape.

Schmidt �1� was the first researcher to forward a systematic
pproach for the optimum design of fins. By a heuristic argument,
e proposed that, for an optimum fin, temperature should be a
inear function along the fin length. Proceeding from the linear
emperature distribution along the fin length, Schmidt found that

Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received February 15, 2006; final manuscript

eceived January 13, 2007. Review conducted by Anthony M. Jacobi.

ournal of Heat Transfer Copyright © 20
the profile of optimum straight fins is a concave parabolic shape.
Duffin �2� forwarded a rigorous proof on the optimality criteria of
Schmidt hypothesis �1� through the calculus of variation. How-
ever, both Schmidt �1� and Duffin �2� made a simplistic assump-
tion to consider the negligible profile curvature while calculating a
fin surface area. This assumption is known as length of arc ide-
alization �LAI� in the literature of fins. Guceri and Maday �3�
eliminated LAI and used calculus of variation to find out a profile
of minimum volume circular fins for a given heat transfer duty.
The optimum profile has been numerically determined through a
Hamiltonian formulation. It is interesting to note that with the
improvement suggested by Guceri and Maday �3�, an optimum fin
has neither a linear temperature profile nor possesses a concave
parabolic shape. The resulting fin geometry needs a large surface
area to dissipate a required amount of heat for a minimum vol-
ume. The optimum profile reported in Ref. �3� is reasonably close
to Schmidt’s concave parabolic profile �1� for a large initial fin
length, but closer to the end contains some wavy irregularities.
The volume of the fin found in Ref. �3� was only slight smaller
than the volume of the Schmidt’s fin with the same height. An
important numerical finding in Ref. �3� is that with the lifted LAI
assumption, the temperature distribution in the optimum fin is a
linear in nature. Recently, Kundu and Das �4� have calculated the
profile of different types of optimum thin fins, namely, longitudi-
nal, annular, and spine subject to internal heat generation. They
have described a technique for the optimization based on the
variational principle. With the consideration of no heat generation,
they have also found that the optimum fin profile for all the ex-
amined fins is a parabolic in nature.

All the above fin optimization problems �1–4� involve deter-
mining the shape �or profile� of a fin so that for a given rate of
heat dissipation the volume of the material used is a minimum.
The solution to this group of problem gives the fin shape with a
curved surface. Such optimum shapes are relatively difficult to
manufacture and are hence more expensive. Therefore, on the
other hand, select was a suitable simple fin shape is a priory as
well as, finding the dimensions that lead to the maximum heat
transfer rate for a given fin volume. Equivalently, a given fin
shape and a desired heat dissipation rate determine the dimensions
so that the volume of the material used is a minimum. Again, it is
a familiar that due to decrease in heat conduction with the fin
length, a fin with varying cross section, such as circular, parabolic,
triangular or trapezoidal, performs better than a rectangular fin as
far as heat transfer rate per unit weight of the material is con-
cerned. However, a fin with varying cross section is too complex
to manufacture, and fragile at the sharp end. To avoid these diffi-
culties, in most of the heat exchanger applications, an annular fin
of constant thickness is extensively found.

The analysis of annular disk fins is available in a number of
references �5–7�. The optimization of such fins has been con-
ducted by Brown �8�. He indicated that for an optimum design
condition of annular disk fins, an increase both in length and in
thickness results in an increase in heat transfer duty. However, if
there is a space constraint on one side of a tube or there is an
angular variation of a tube temperature, annular disk fins cannot
be used optimally to dissipate the maximum amount of heat for a
given fin volume. If there is a space constraint on one or both
sides of the tube, the fin volume increases with the fin thickness
only for the annular disk fin. In this situation, it does not guarantee
optional use of the fin material. Instead, a saving in fin material
can be achieved if flat plate fins are employed.

El-Saden �9� presented an analysis of two-dimensional heat
conduction in an eccentrically hollow, infinite long cylinder with
internal heat generation. He had given a closed form solution for
the estimation of temperature distribution in the fin with the help
of the bipolar coordinate transformation. For dehumidification of
air on the fin surface, Kazeminejad et al. �10� adopted a numerical
JULY 2007, Vol. 129 / 91707 by ASME
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echnique to determine the performance of eccentric annular fins.
hey have obtained the temperature profile in the fin using a finite
ifference scheme. For a variable base temperature, Kundu and
as �11� addressed a numerical technique for the performance

nalysis of an eccentric annular fin. Using a bipolar coordinate for
he proper imposition of the boundary conditions, heat conduction
quation in the fin has been solved by a finite difference method to
valuate the temperature profile. They have demonstrated that a
aving in fin material may be achieved using an optimum eccen-
ric annular fin instead of a concentric one if there exits a variable
ase temperature.

On the other hand, a flat fin on a round tube �Fig. 1� is the most
opular fin pattern in heat exchanger applications owing to its
implicity, rigidity, and economical impact. The flat fins are gen-
rally made of a high conductive material. The profile of such fins
s conventionally a rectangular shape. For slight thickness and
igh thermal conductivity, the temperature distribution in the
hickness of the fin is negligibly small but the temperature varia-
ion along the fin length and the temperature in the peripheral
irection of the tube cannot be neglected. Therefore, two-
imensional temperature field exists in every application of flat
late fins.

Sparrow and Lin �12� demonstrated a new technique to deter-
ine the thermal performance of plate fins in a fin-and-tube heat

xchanger for both rectangular and equilateral triangular arrays of
ubes. Their solution has satisfied the isothermal boundary condi-
ion at the tube surface. The adiabatic condition at the outer pe-
iphery of a symmetric sector of the fin has been satisfied approxi-
ately. The approximate method referred to as “The sector
ethod” has been described by Shah �13� for predicting the effi-

iency of plate fins. The efficiency of various polygonal fins cir-
umscribing tubes of different regular geometries has been nu-
erically determined by Kuan et al. �14�. For the combined tubes

nd fin geometry, they also estimated the efficiency analytically
eplacing the actual fin by an equivalent annular fin of the same
urface area.

It is a fact that the fin material of constant cross-sectional fins is
ot used economically near the fin tip. Actually, this unused ma-
erial increases with the increase in length and it becomes maxi-

um at the tip. In the case of an individual flat plate fin of rect-

ig. 1 Schematic diagrams of different flat fins: „a… FCT; „b…
QCT; and „c… FCAT
ngular or square shape circumscribing a circular tube, the

18 / Vol. 129, JULY 2007
distance of the corner at the tip from the tube center is a maxi-
mum. Therefore, for better performance of flat plate fins, fin ma-
terial may be removed from the corners near the fin tip �Fig. 1�b��.
Another new geometry of flat plate fin with circular arcs to cut
near the tip has been proposed in the present work �Fig. 1�c��.
These two modifications of flat plate fins are not only conducive
to material saving but it can also be manufactured easily.

In the present work, the above two new geometric fins �Figs.
1�b� and 1�c�� have been proposed. The thermal performance and
optimum design analysis of this type of fins and the conventional
flat-plate fin have been investigated by a semianalytical technique.
The temperature distribution in the fin is also determined. The fin
efficiency and the fin effectiveness are estimated for a wide range
of thermo-physical parameters. The optimum fin dimensions are
calculated through a comprehensive semi-analytical method for
different constraints and thermo-physical properties of a fin. A
comparison has been made among the performance of the pro-
posed flat plate fins with the conventional flat plate fin �FCT� and
the annular disk fin �ADF�. From the results, it can be shown that
the proposed flat fins dissipate heat at a higher rate per unit fin
volume than the conventional flat fins irrespective of its any de-
sign constraint applied. For the imposition of a length constraint
on the optimization problem, a FCT may transfer more rate of
heat than that of an ADF for an identical fin volume.

2 Theoretical Development
The geometry of a FCT described by thickness 2t, length 2sx,

width 2sy, and outer radius of a tube ri is illustrated schematically
in Fig. 1�a�. A proposed new geometry of the flat plate fin of
uniform thickness with quarter circular cut at the corners of the tip
�FQCT� of radius rc and flat fin of uniform thickness with circular
arcs to cut near the tip �FCAT� of radii rcx and rcy are shown in
Figs. 1�b� and 1�c�, respectively. For the thermal analysis of all the
above fin geometries, thermal conductivity of the fin material,
convective heat transfer coefficient, temperature of the surround-
ing fluid, and temperature at the fin base are assumed to be con-
stants. It is also assumed that the heat transfer from the fin to the
surrounding are solely due to convection and there is no heat
source in the fin.

2.1 Fin Performance. As the fin is symmetrical with respect
to the planes x-x and y-y, one-fourth of the fin geometry can be
taken for the thermal analysis. This smallest heat transfer module
of a fin with the geometrical details is narrated in Figs. 2�a� and
2�b� for FQCT and FCAT fins, respectively. Selecting a cylindrical
polar coordinate at the tube center and based on the aforemen-
tioned assumptions, the temperature distribution in all circumfer-
ential fins under steady-state condition is governed by the follow-
ing differential equation expressed in nondimensional form as

�

�R
�R

��

�R
� +

1

R

�2�

��2 = Z0
2R� �1�

where

Bi = hri/k, T = t/ri, R = r/ri, � = �Tf − Ta�/�Tb − Ta� ,

and Z0 = �Bi/T �2�

For the thermal analysis, a recurring section ABCDEFA for the
FQCT and ABCDEA for the FCAT are taken as shown in Figs.
2�a� and 2�b�, respectively. The net heat conduction across the
planes x-x and y-y in their transverse directions is zero because of
the geometrical symmetry. At the fin tip surface, one may assume
either negligible heat loss or heat transfer due to conduction in a
direction normal to the tip surface equated with the convective
heat loss from the tip. Thus the boundary conditions can be ex-
pressed mathematically as follows
� = 1 at R = 1 �0 � � � �/2� �3a�
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��/�� = 0 at � = 0 �1 � R � Rt� �3b�

��/�� = 0 at � = �/2 �1 � R � Rt� �3c�

��/�N = − �Z0
2� at R = Rt �0 � � � �/2� �3d�

here

� = �BitT/Bi convection from the tip

0 no heat loss from the tip
	 �4�

nd N is the direction normal to the tip.

ig. 2 Symmetric heat transfer module: „a… FQCT; and „b…
CAT
From the above boundary conditions, it is clear that the first

j=1

ournal of Heat Transfer
three conditions are matched exactly with their boundaries. But
owing to the typical shape of the fin tip, the boundary condition
�3d� cannot be exactly matched. For this reason, a large number of
points on the boundary are chosen at which boundary condition
�3d� is satisfied. Theoretically, for the analytical or closed form
solution, an infinite number of points is to be selected along the
boundary at the tip for obtaining the result. In actual practice, it is
quite impossible to choose these huge points. Thus the points on
the boundary have been selected in such a way that they yield the
result with a desired accuracy. In other words, the number of
points may be restricted due to the occurrence of numerical insta-
bility during the solution of the present problems. In this connec-
tion, it is of interest to note that the result estimated by using 20
points shows the same value �up to six decimal� in comparison
with that calculated from the further increase in boundary points.

Equation �1� can be solved by the method of separating vari-
ables. Using boundary conditions �3a�–�3c�, Eq. �1� can be ex-
pressed as follows

��R,�� −
I0�Z0R�
I0�Z0�

= 

j=1

�
Cj cos����

I��Z0�
� I��Z0� I��Z0R�

K��Z0� K��Z0R�
� �5�

where Cj is the unknown constant. It depends on the thermophysi-
cal and geometric parameters of a fin. For different fin shapes, Cj
is determined separately. To determine the constant Cj the bound-
ary condition �3d� is applied. This has been achieved through a
method of collocation as suggested originally by Sparrow and Lin
�12�. The following mathematical steps may be needed to obtain
the constant Cj for a FQCT and FCAT separately as

at R = Rt = SX/cos �; cos������/�R� − sin������/R���

+ �Z0
2� = 0 for �0 � � � �a� �6a�

at R = Rt = �SX − RC sin ��/cos �; sin�� + �����/�R� + cos�� + ��

	���/R��� + �Z0
2� = 0 for ��a � � � �b� �6b�

at R = Rt = SY/sin �; sin������/�R� + cos������/R���

+ �Z0
2� = 0 for ��b � � � �/2� �6c�

where

��a

�b

�

 = � tan−1��SY − RC�/SX�

tan−1�SY/�SX − RC��
sin−1��SY cos � − SX sin ��/RC� − �


 �7�

at R = Rt = RCX sin �/sin �; cos�� + �����/�R� − sin�� + ��

	���/R��� + �Z0
2� = 0 for �0 � � � �0� �8a�

at R = Rt = RCY sin �/cos �; sin�� − �����/�R� + cos�� − ��

	���/R��� + �Z0
2� = 0 for ��0 � � � �/2� �8b�
where
��� =� sin−1�sin����Sx + �RCX
2 − SY

2�/RCX� − �

� − cos−1�cos����SY + �RCY
2 − SX

2�/RCY�
� �0 � � � �0�

��0 � � � �/2�
�9�

quations �6�–�9� can be expanded along the boundary at the tip by using Eq. �5� as follows



n

CjGij = Pi for i = 1,2, . . . . . . . ,n �10�
JULY 2007, Vol. 129 / 919
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here, the expressions of Cj, Gij, and Pi can be written for the FQCT and FCAT, respectively, as

�Gij� =
cos���i�
RtI��Z0� � Z0RtD1 cos �i + E1D2

Z0RtD1 sin��i + �i� + E2D2

Z0RtD1 sin �i + E3D2

 for �0 � �i � �a�

for ��a � �i � �b�
for ��b � �i � �/2�

�11�

�D1

D2
� = �I��Z0�K�+1�Z0Rt� + I�+1�Z0Rt�K��Z0�

I��Z0Rt�K��Z0�–I��Z0�K��Z0Rt�
� �12�

�E1

E2

E3

 = � � cos �i + � sin��i�tan���i� + �Z0

2Rt

� sin��i + �i� − � cos��i + �i�tan���i� + �Z0
2Rt

� sin �i − � cos��i�tan���i� + �Z0
2Rt


 �13�

nd

�Pi� =
Z0

I0�Z0��I1�Z0Rt�cos��i� + �Z0I0�Z0Rt�
I1�Z0Rt�sin��i + �i� + �Z0I0�Z0Rt�
I1�Z0Rt�sin��i� + �Z0I0�Z0Rt�


 for �0 � �i � �a�
for ��a � �i � �b�
for ��b � �i � �/2�

�14�

�Gij� = �D3

D4
� for �0 � �i � �0�

for ��0 � �i � �/2�
�15�

here

D3 =
cos���i�
RtI��Z0� � 0 − Z0Rt cos��i + �i� E4

I��Z0Rt� I��Z0� − I�+1�Z0Rt�
K��Z0Rt� K��Z0� K�+1�Z0Rt�

� �16�

D4 =
cos���i�
RtI��Z0� � 0 − Z0Rt sin��i − �i� E5

I��Z0Rt� I��Z0� − I�+1�Z0Rt�
K��Z0Rt� K��Z0� K�+1�Z0Rt�

� �17�

�E4

E5
� = �� cos��i + �i� + � sin��i + �i�tan���i� + �Z0

2Rt

� sin��i − �i� − � cos��i − �i�tan���i� + �Z0
2Rt

� for �0 � �i � �0�
for ��0 � �i � �/2�

�18�

nd

�Pi� =
Z0

I0�Z0��cos��i + �i�I1�Z0Rt� + �Z0I0�Z0Rt�
sin��i − �i�I1�Z0Rt� + �Z0I0�Z0Rt�

� for �0 � �i � �0�
for ��0 � �i � �/2�

�19�
he above Eqs. �11�–�19� are functions of angle �i which can be
elected as follows

�i = �i/�2�1 + n�� �20�

quation �10� provides a family of ‘n’ numbers of simultaneous
quations. They are solved by the Gauss elimination method �15�
o obtain ‘n’ numbers of unknown constants �C1–Cn�. Tempera-
ure distribution in the fin can now be determined from Eq. �5� by
ubstituting these unknown constants C1–Cn, when geometry of a
n, tip loss parameter �, and fin parameter Z0 are known.
The rate of heat transfer through a flat plate fin can be calcu-

ated from the known temperature distribution in the fin by apply-
ng Fourier’s law of heat conduction at the base as

�Q� = �q/4�kri�Tb − Ta�� = �−
2T

�
�

0

�/2

���/�R�R=1d��
=

Z0T
�C W�K �Z �,I �Z �� − I �Z �� �21�
�

I0�Z0�� 1 0 0 0 0 1 0

20 / Vol. 129, JULY 2007
where W is the Wronskian determinant given as

W�K0�Z0�,I0�Z0�� = �K0�Z0� I0�Z0�
d�K0�Z0��/dZ0 d�I0�Z0��/dZ0

� = 1/Z0

�22�

Combining Eqs. �21� and �22�, it yields the dimensionless heat
dissipation rate expressed as

�Q� = T�C1 − Z0I1�Z0��/I0�Z0� �23�

The fin efficiency is defined as the ratio of actual heat transfer rate

to the maximum or ideal heat transfer rate. The ideal heat transfer

rate can be calculated if the entire fin surface is maintained at its

base temperature. The ideal heat transfer rate for the aforemen-

tioned two geometric fins can be expressed in dimensionless form
as

Transactions of the ASME
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�Qi� = � qi/4�kri�Tb − Ta�
Bi�4SXSY − �RC

2 − � + 4��SX + SY − 2RC + �RC/2��/2�

Bi�4SXSY − � − 2�0RCX
2 − 2�00RCY

2 + D5 + 4���0RCX + �00RCY��/2�

 for FQCT

for FCAT
�24�
here

�D5

�0

�00

 = � 2SY

�RCX
2 − SY

2 + 2SX
�RCY

2 − SX
2

sin−1�sin��0��SX + �RCX
2 − SY

2�/RCX� − �0

�0 − cos−1�cos��0��SY + �RCY
2 − SX

2�/RCY�

 �25�

athematically, the fin efficiency can be defined as

�
� = �Q/Qi� �26�

he fin effectiveness is defined as the ratio of the rate of actual
eat transfer �Q� through a fin to that would be transferred �Qe�

hrough the same base surface area if the fin was not present

f Q and U with respect to T, Sx, Sy, and Rp separately. It yields

ournal of Heat Transfer
�Qe� = �qe/4�kri�Tb − Ta�
Bi T

� �27�

Thus the fin effectiveness can be defined as

��� = �Q/Qe� �28�
In this connection, it is worth noting that the performance analysis
ofFCTs may be readily determined from the foregoing analysis of
the FQCT with the only choice of zero value of RC.

2.2 Optimization. An effort is made to carry out the optimum
design analysis of the three types of flat fins followed by the
previous analysis. The volume of the different fins can be ex-

pressed in nondimensional forms as follows
�U� = � V/2ri
3

T�4SXSY − � − �RC
2 �

T�4SXSY − 2�0RCX
2 − 2�00RC

2 + 2SY
�RCX

2 − SY
2 + 2SX

�RCY
2 − SX

2 − ��

 for FQCT

for FCAT
�29�
In this section, it is noteworthy to mention that for the determi-
ation of the optimum dimensions, the tip heat transfer coefficient
s assumed to be constant and it is equal to the lateral surface heat
ransfer coefficient. Thus the tip loss parameter � is a sole func-
ion of T for the present optimization analysis. For a given Bi,
oth the fin volume �U� and heat transfer rate �Q� are functions of
, SX, SY, and radius of circular cut Rp �Rp=RC for the FQCT,
p=RCX=RCY for the FCAT�. The optimum dimensions can be
btained either by maximizing the rate of heat transfer for a given
n volume or by minimizing the volume for a given heat transfer
ate. The generalized conditions for optimality can be derived
rom the Euler–Lagrange equations �16�. If the Lagrange multi-
lier is eliminated from the Euler–Lagrange equations, the condi-
ions for the optimality can be expressed as Jacobian determinants
J�Q,U

T,SX
� =

��Q,U�
��T,SX�

= ��Q/�T �Q/�SX

�U/�T �U/�SX
� = 0 �30�

J� Q,U

SX,SY
� =

��Q,U�
��SX,SY�

= ��Q/�SX �Q/�SY

�U/�SX �U/�SY
� = 0 �31�

and

J� Q,U

SY,Rp
� =

��Q,U�
��SY,Rp�

= ��Q/�SY �Q/�Rp

�U/�SY �U/�Rp
� = 0 �32�

Equations �30�–�32� can be simplified by using Eqs. �23� and �29�.
It yields the following for the respective FQCT and FCAT as

FQCT
� J�Q,U/T,SX�
J�Q,U/SX,SY�
J�Q,U/SY,Rp�


 = �4SY�I0�Z0��C1 + T�C1/�T + Z0
2I2�Z0�� + 0.5Z0I1�Z0��C1 + Z0I1�Z0��� − �

SX�C1/�SX − SY�C1/�SY

RC��C1/�SY + 2SX�C1/�SY

 = �0

0

0

 �33�
here

� = I0�Z0��4SXSY − � − �RC
2 ��C1/�SX = 0 �34�

CAT
� J�Q,U/T,SX�
J�Q,U/SX,SY�
J�Q,U/SY,Rp�


 = �2O1O2 − I0�Z0�O3�C1/�SX

O4�C1/�SX − O2�C1/�SY

O5�C1/�SY − O4�C1/�Rp

 = �0

0

0

 �35�

where
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�
O1

O2

O3

O4


 = �
I0�Z0��C1 + T�C1/�T + Z0

2I2�Z0�� + 0.5Z0I1�Z0��C1 + Z0I1�Z0��

2SY − Rp
2��0/�SX − Rp

2��00/�SX + �Rp
2 − SX

2 − SX
2/�Rp

2 − SX
2

4SXSY − 2�0Rp
2 − 2�00Rp

2 + 2SY
�Rp

2 − SY
2 + 2SX

�Rp
2 − SX

2 − �

2SX − Rp
2��0/�SY − Rp

2��00/�SY + �Rp
2 − SX

2 − SY
2/�Rp

2 − SY
2


 �36�
nd

O5 = � − 2�0Rp + SYRp�Rp − SY�−1/2 for 0 � � � �0

− 2�00Rp + SXRp�Rp − SX�−1/2 for �0 � � � �/2
	

�37�

or the estimation of the above derivatives like �C1 /�T, �C1 /�SX,
C1 /�SY, and �C1 /�Rp, Eq. �10� is differentiated with respect to T,
X, SY, and Rp separately. It yields

�


j=1

n

�Gij�Cj/�T + Cj�Gij/�T�



j=1

n

�Gij�Cj/�SX + Cj�Gij/�SX�



j=1

n

�Gij�Cj/�SY + Cj�Gij/�SY�



j=1

n

�Gij�Cj/�Rp + Cj�Gij/�Rp�


 = �
�Pi/�T

�Pi/�SX

�Pi/�SY

�Pi/�Rp



for i = 1,2, . . . . . . . ,n �38�

family of n number of equations containing the first-order par-
ial derivatives, viz. �Cj /�T, �Cj /�SX, �Cj /�SY, and �Cj /�Rp are
escribed in Eq. �38�. To determine these derivatives, the first-
rder partial derivative �Gi,j /�T, �Gi,j /�SX, �Gi,j /�SY, and
Gi,j /�Rp are to be provided to proceed for solving Eq. �38�. For
his requirement, differentiating Eqs. �11�–�14�, and Eqs.
15�–�19� is essential for the analysis of FQCT and FCAT,
espectively.

The optimality criteria for flat-plate fins expressed in Eqs.
30�–�32� have been made based on the generalized approach of
ptimization. For determining the optimum design variables, we
eed to solve Eqs. �33� and �35� simultaneously with an equation
f the constraint of either heat transfer duty or fin volume. The
eneralized Newton–Raphson technique �15� is adopted to solve
hese simultaneous equations. The convergence criteria and the
oot finding algorithm of this numerical scheme are found else-
here �15�. Here it can be mentioned that to run any iteration, the

econd-order partial derivation of Cj with respect to T, SX, SY, and
p separately are provided and the second-order product deriva-

ion of Cj for the said variables are also necessary. The iteration of
he said numerical method may be repeated until a desired accu-
acy �10−8 for the present problem� has been attained. Thus the
nal values of the dimensionless parameters like Topt, �SX�opt,
SY�opt, and �RP�opt i.e., the optimum dimensionless thickness, the
ptimum dimensionless length, the optimum dimensionless width,
nd the optimum dimensionless radius of circular cut are esti-
ated at the end of the iterations by satisfying this convergence

riterion. Next, for the known values of the thermophysical and
eometrical parameters, namely, the heat transfer coefficient h, the

hermal conductivity of the fin material k, the outer radius of the

22 / Vol. 129, JULY 2007
tube ri, the fin temperature at the root Tb and the ambient tem-
perature Ta, one can easily calculate the optimum fin length �sx�,
the optimum fin width �sy�, the optimum thickness �t�, optimum
radius �rp�, and either the maximum heat transferred duty or the
minimum fin volume according to a design constraint adopted.

3 Results and Discussion
For the validation of the present theoretical model, no such

existing result is available in the literature. However, in fin-and-
tube heat exchangers, the heat from a particular tube dissipated by
a square module of the plate circumscribing a circular tube �12� is
equivalent to a system of transmitted heat through the square
shape of a FCT with an insulated tip condition. Thus a direct
evaluation of the fin efficiency of FCTs with insulated tip using
the present analysis has been compared with that obtained by
Sparrow and Lin �12�. For the analysis of a FCT, it is worth
mentioning that the fin efficiency of a FCT can be determined
from the performance analysis of both FQCT and FCAT if the
geometrical parameter RC or each RCX and RCY are considered to
be zero or infinity respectively. For the computation, it is not
practicable for choosing an infinite value of radius of circular cut.
Thus, a very high value for RCX or RCY should be selected in such
a way that with any changes from its value, the final result has not
been affected. Figure 3 depicts the exact agreement between the
present technique and the results obtained by Sparrow and Lin
�12�. From the figures, it can also be established that the fin per-
formance of FCTs calculated by the sector method �13� gives an

Fig. 3 Validation of the present result for FCTs with the exist-

ing results
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verprediction. But the fin efficiency of a FCT with insulated tip
s strongly dependent on the fin parameter Z0, half length SX, and
alf width SY.

The fin performance of a FQCT and a FCAT computed by the
resent method of analysis can be compared with the correspond-
ng value obtained by the sector method �13� which is depicted in
ig. 4. Both the fin efficiency and fin effectiveness predicted from

he sector method are in closer assessment with that estimated
rom the semianalytical method. However, it was shown in previ-
us investigations regarding accuracy of the prediction that the
rror occurring for the forecast of fin efficiency of circumferential
ns on a round tube using the sector method gradually increases
ith the increase in two-dimensional temperature field. This ob-

ervation has also been found in the present study.
From the present mathematical modeling, it can be mentioned

hat the temperature distribution in different flat fins is a function
f the fin parameter Z0, tip loss parameter �, dimensionless thick-
ess T, and the shape of the fin. The isotherm lines drawn in the
at plate fin with different shapes are reproduced in Fig. 5 for
0=1.3, SX=SY =3.0, and �=0.0. Due to the typical shape of a fin,

ig. 4 Comparisons of semianalytical and sector methods on
rediction of fin performances for FQCT: „a… fin efficiency; and
b… fin effectiveness

ig. 5 Isotherms in the different flat fins for Z0=1.3 and �

0.0: „a… FCT; „b… FQCT; and „c… FCAT

ournal of Heat Transfer
the heat conduction takes place in both the radial as well as in the
peripheral direction. However, this two-dimensional effect is more
prominent towards the fin tip. Also, the effect of radius of circular
cut influences the increase in the two-dimensional temperature
field.

In the present optimization problem of FCTs, both the con-
straint and optimality criteria are functions of SX, SY, and T pro-
vided the coefficient of heat transfer at the tip and coefficient of
heat transfer for the lateral surfaces are assumed to be the same.
Again, Bi depends on h, ri, and k which may be the known ther-
mogeometric parameters for a desired fin design problem. There-
fore, for a given Bi, the optimum design for a FQCT depends on
SX, SY, T, and RC, whereas for a FCAT it depends on SX, SY, T,
RCX, and RCY. So, optimization of a FCT may be done through the
optimization analysis of either FQCT or FCAT if the choice of RC
or both RCX and RCY is taken as zero or a very large value �say
1010�. The effects of the possible constraints on the optimization
analysis have also been investigated in this assignment.

The effect of radius of circular cut near the tip for both the
FQCT and FCAT on the heat transfer rate is shown in Fig. 6 while
fin volume, Bi, and lengths SX and SY have been taken as constant.
With a constant fin volume in Fig. 6�a�, the heat transfer rate
increases initially with the increase in RC, reaches a maximum
value, and then declines with the further increase in RC. All peaks
on the constant volume curves represent the optimum design of a
FQCT under a specified design condition. For a FCAT, a similar
trend has also been noticed which is illustrated in Fig. 6�b�. It can
also be shown from these figures that loci of the optimum radius
of the circular cut of the FQCT decreases with the increase in fin
volume. But, in the case of FCATs, its value increases with the fin
volume. From the figures, it may be concluded that the heat dis-
sipation rate from the FQCT and FCAT for an optimum radius of
circular cut is always higher than that from the FCT under the
constraint of both length and volume. It may be further noted from
Fig. 6�a� that with the increase in RC from its optimum value, heat
transfer rate Q decreases drastically with RC, and heat dissipation
rate from a FQCT with a larger radius of circular cut RC may
attain a smaller value than the corresponding FCT for an identical
fin volume.

An optimization scheme for FQCT has been developed subject
to maximizing heat transfer rate under the constraints of a space
restriction parameter SY and fin volume U. The result is presented
in Fig. 7 for the variation of the optimum parameters with U for
different Biot numbers and a space constraint SY =2.0. Figure 7�a�
illustrates the variation of the maximum heat transfer rate as a
function of U. For comparison, heat transfer rate through an ADF
under the same constraint is determined and this result is also
plotted in the same figure. Under these design circumstances, it is
noteworthy to mention that the heat dissipation rate from a FQCT
is greater than that from the corresponding ADF. However, this

Fig. 6 Effects of radius of circular cut on the heat transfer rate
for the constraints SX, SY and U: „a… FQCT; and „b… FCAT
incremental heat transfer rate is also a function of Bi. Figures

JULY 2007, Vol. 129 / 923



7
o
t
c
�
t
t
o
u
l
w
g
f
s

c
t
s
s
o
l
=
s
a
b

F
m
b
a
t
e
s
t

F
fi
„

9

�b�–7�d� represent the variation of the optimum length �SX�opt,
ptimum radius cut �RC�opt, and optimum half-thickness Topt with
he fin volume for a design condition. From these figures, it is
lear that for a constant Bi, the optimum geometrical parameter
�SX�opt, �RC�opt, or Topt� increases or decreases monotonically with
he fin volume. In the case of �SX�opt and Topt, they are related to
he fin volume separately as an increasing function, whereas the
ptimum variable �RC�opt decreases with an increase in fin vol-
me. Finally, it can be demonstrated that for the fin design prob-
em with length constraints, FQCT and FCAT are superior to ADF
hich would motivate the researcher to choose this type of fin
eometry over ADF. Therefore, these design plots would be useful
or estimating the optimum design variables of FQCT with a
pace restriction.

The optimization study has also been carried out by taking into
onsideration only fin volume as a constraint. From the optimiza-
ion information, it can be pointed out that an optimum criterion is
atisfied for the FCT and FQCT with the variation of all the de-
ign variables, whereas a FCAT has a tendency to convert an
ptimum FCT. It is also mentioned that the optimum dimension-
ess lengths SX and SY are found to be of equal value ��SX�opt
�SY�opt� for all the flat-plate fins considered in the present analy-

is with the constraint of fin volume. This outcome is found prob-
bly due to a uniform base temperature and circular shape of the
ase considered in the analysis.

For the purposes of estimating the optimum design variables of
QCTs, plots have been generated for a wide range of thermogeo-
etric parameters. The families of curves presented in Fig. 8 can

e used as a guideline for the optimum design of FQCTs. Gener-
lly, for the design of a fin, Biot number must be determined from
he flow condition of a required heat duty. For this, h should be
stimated from the existing convective condition, and k and ri
hould be known. Therefore, these known values of Q and Bi fix

ig. 7 Design variables of an optimum FQCT as a function of
n volume U for a space restriction SY: „a… Qopt; „b… „SX…opt; and
c… „RC…opt; and „d… Topt
he design point on the plane of a design graph �Fig. 8�a��. From

24 / Vol. 129, JULY 2007
this design point, the required fin volume is determined directly
from Fig. 8�a�. Using these two pieces of information, the opti-
mum length SX, the optimum radius of circular cut RC, and the
optimum fin thickness can be calculated from Figs. 8�b�–8�d�,
respectively. In addition, an exercise has been devoted to compare
the optimum variables for a FQCT and the corresponding ADF
determined by using Brown’s model �8� for the same fin volume
and Biot number which is also shown in Figs. 8�a� and 8�b�. From
Fig. 8�a�, it is clear that an optimum ADF transfers more rate of
heat than that by the optimum FQCT. However, this superiority is
insignificant. Furthermore from Fig. 8�b�, it can be demonstrated
that an optimum length SX for FQCT is greater or smaller than the
optimum outer radius �in the present notation SX� for ADF de-
pending solely upon the Biot number. For a lower value of Bi, this
value for a FQCT is considerably lower than that for an ADF.
Therefore from a design point of view, this knowledge may be
essential for the selection of a fin geometry of either FQCT or
ADF when the size of a heat exchanger would be given priority
over the heat transfer rate.

4 Conclusions
Fins with varying thickness profiles like circular, parabolic, hy-

perbolic, triangular, etc. always perform better than the uniform
thickness fin by means of heat transfer rate per unit volume of the
fin material. Unfortunately, all these profiles have some serious
disadvantages because they are too complex to manufacture, and
too fragile at the sharp ends. Hence, they are more expensive for
fabrication. In lieu of this uniform thickness fins are the simplest
and most widely used. Modifications of the fin shape for the uni-
form thickness fin near the tip are still essential for the gradual
decrease in heat conduction along the fin length.

In the present study, two new flat plate fin geometries, namely
FQCT and FCAT, have been proposed for improving the heat
transfer rate per unit volume with respect to a FCT without chang-
ing its profile shape. A semianalytical approach is adopted to com-

Fig. 8 Variation of the optimum design variables of FQCT with
the dimensionless fin volume U: „a… Qopt; „b… „SX…opt; „c… „RC…opt;
and „d… Topt
pute the temperature distribution and fin performances of the

Transactions of the ASME
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QCT and FCAT. From the results, it is perceived that these two
imple modified geometries used for the augmentation in heat
ransfer are shown to improve the fin efficiency for the same ther-

ogeometric parameters. However, for the fin effectiveness, a re-
ersed trend has been found.

Optimization of these two modified fins has been done in a
eneralized scheme. From the optimization results, it can be dem-
nstrated that, for both the volume and length constraints, there
xists an optimum radius of circular cut for both the fins. In the
bsence of the length constraint, it may not be possible to reach an
ptimum point for a FCAT. However, for the FQCT, heat transfer
ate is maximized at a particular radius of circular cut under the
ame design condition. From a comparative study, it may be dem-
nstrated that the heat transfer rate through an optimum ADF is
arginally greater than that through an optimum FQCT for a

iven fin volume and Bi. However, a smaller envelope shape of a
QCT may be obtained in comparison with the corresponding
DF at the optimum point. This comparative result may be justi-
ed for the lower value of Bi. But under an additional length
onstraint, FQCT may transfer more rate of heat than an ADF.
evertheless, for any circumstances, the proposed flat plate fin

FQCT or FCAT� dissipates more rate of heat compared to a con-
entional flat plate fin �FCT� for identical volume and thermo-
hysical parameters. Therefore, the proposed flat fins may be
dopted by a designer for better utilization of fin material and
onsequently they provide a better fin efficiency. For the imposi-
ion of length constraints according to the requirement of a design,
n alternative ADF using a proposed flat plate fin has been rea-
onably established.

Finally, it can be mentioned that any other modification of the
eometrical shape of the plate fin is possible, for example, con-
idering a straight cut or a reversed circular arc cut at the corner of
he tip. The analysis of this typical geometry can be done by using
he present analysis with a slight modification. This optimized
eometry may be able to provide a higher heat dissipation rate
han a conventional plate fin under the same constraints.
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omenclature
ADF 
 annular disk fin

Bi 
 Biot number based on the lateral surface heat
transfer coefficient, hri /k

Bit 
 Biot number based on the tip surface heat
transfer coefficient, htri /k

Cj 
 unknown constants determined from the tip
boundary condition

FCAT 
 flat plate fin of uniform thickness with circular
arc to cut at the tip

FCT 
 flat plate fin of uniform thickness circumscrib-
ing a circular tube

FQCT 
 flat plate fin of uniform thickness with quarter
circular cut at the corner of the tip

Gij 
 variable used in Eq. �11�
h 
 convective heat transfer coefficient on the lat-

eral surface �W/m2 K�
ht 
 convective heat transfer coefficient on the tip

surface �W/m2 K�
i 
 ith point on the tip
J 
 Jacobian determinant defined in Eqs. �30�–�32�

Im�Z� 
 modified Bessel function of first kind of order
m and argument Z

k 
 thermal conductivity of the fin material

�W/m K�

ournal of Heat Transfer
Km�Z� 
 modified Bessel function of second kind of
order m and argument Z

n 
 total number of points on the tip at which the
tip boundary condition is considered

Pi 
 variable used in Eqs. �14� and �19� for the
FQCT and FCAT, respectively

q 
 actual rate of heat dissipation �W�
Q 
 dimensionless actual heat dissipation rate

�q /4�kri�Tb−Ta��
qe 
 heat dissipation rate from the base surface with

considering no fin condition �W�
Qe 
 dimensionless heat dissipation rate

�qe /4�kri�Tb−Ta��
qi 
 ideal heat dissipation rate �W�
Qi 
 dimensionless ideal heat dissipation rate

�qi /4�kri�Tb−Ta��
r 
 radial distance of any point in the fin measured

from the tube center �m�
R 
 dimensionless radial distance, r /ri
rc 
 radius of circular cut at the corner of the tip

�m�
RC 
 dimensionless radius of circular cut, rc /ri
rcx 
 radius of circular arc cut at the tip as shown in

Fig. 2 �m�
RCX 
 dimensionless radius arc cut at the tip, rcx /ri
rcy 
 radius of circular arc cut at the tip as shown in

Fig. 2 �m�
RCY 
 dimensionless radius arc cut at the tip, rcy /ri

ri 
 outer radius of the tube �m�
rt 
 radial tip distance from the tube center �m�
Rt 
 dimensionless radial tip distance, rt /ri
sx 
 half fin length �m�
SX 
 dimensionless fin length, sx /ri
sy 
 half fin width �m�
SY 
 dimensionless fin width, sy /ri

t 
 half fin thickness �m�
T 
 dimensionless fin thickness, t /ri

Ta 
 temperature of the surrounding fluid �K�
Tb 
 fin base temperature �K�
Tf 
 local fin temperature �K�
U 
 dimensionless fin volume, V /2ri

3

V 
 fin volume �m3�
W 
 Wronskian determinant, see Eq. �22�

x ,y 
 Cartesian coordinate shown in Fig. 2 �m�
Z0 
 fin parameter, �Bi/T�1/2

Greek Letters
� 
 tip loss parameter, BitT /Bi
� 
 fin effectiveness defined in Eq. �28�

 
 fin efficiency defined in Eq. �26�
� 
 eigenvalue, 2�j−1�
� 
 dimensionless temperature �Tf −Ta� / �Tb−Ta�
� 
 angular position of any point in the fin �rad�

�0 
 angle, see Fig. 2�b� �rad�
�a 
 tan−1��Sy −RC� /Sx�, see Fig. 2�a� �rad�
�b 
 tan−1�Sy / �Sx−RC��, see Fig. 2�a� �rad�
�i 
 angular position of ith point on the tip bound-

ary of a fin �rad�
� 
 angle defined in Eqs. �7� and �9� for FQCT

and FCAT, respectively �rad�
�0 ,�00 
 angle defined in Eq. �25� �rad�

�i 
 angle, see Fig. 2 �rad�
� 
 defined in Eq. �35�

Subscripts
i 
 ith point

opt 
 optimum
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Heat Transfer Discussion
iscussion: “An Integral Equation for
he Dual-Lag Model of Heat
ransfer” (Kulish, V. V., and
ovozhilov, V. B., 2004, ASME J. Heat
ransfer, 126, pp. 805–808)

. Milov
RA,
6 Burlington Street,
exington, MA 02420

In this paper, the authors claim in the abstract and the conclu-
ion that the “solution with dual phase lag depends only on the
ifference between the two lags.” Then, they proceed to derive an
ntegral solution for the temperature history.

I show first that this conclusion is erroneous and second that the
aplace transform method they use is incorrect.
The authors claim that the system of the dual lag Eqs. �1� and

3� in their paper is equivalent to the new system of Eqs. �6� and
7� in their paper. This is quite incorrect for the following reasons:

1. To obtain Eq. �6� from Eq. �1�, the authors perform the
shift in time told+�q⇒ tnew, where told corresponds to the

Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received May 26, 2005; final manuscript received

anuary 30, 2006. Review conducted by Yogesh Jaluria.

ournal of Heat Transfer Copyright © 20
time in Eq. �1� and tnew is the time in Eq. �6�.
With this shift Eq. �3� becomes using the new time

�T

�t
�x,t − �q� = −

1

�cp

�q��x,t − �q�
�x

whereas the authors assume that Eq. �3� does not change
with the transformation of time applied to obtain Eq. �6�
from Eq. �1�.

2. It follows that the derivation of Eq. �7� is wrong. Equa-
tion �7� is correct only if �q=0.

Thus, their conclusion that the “solution with dual phase lag
depends only on the difference between the two lags” is wrong.

The solution that follows Eq. �7� can be applicable only when
�q=0 as pointed out in the previous discussion. In this case, Eq.
�8� is fine but its Laplace transform Eq. �10� is not.

To find the Laplace of Eq. �8�, we multiply both sides by e−st

and then integrate over time from �� to infinity following the
notation in the subject paper.

The result is not Eq. �10� as the authors claim but the following
equation

d2�

dx2 = ses���
��

�

��x,t�e−st dt − ��x,��� .

Here the Laplace transform of the temperature rise is defined as

��x,s� =�
0

�

��x,t�e−st dt
I suggest that the subject paper be retracted.
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losure to “Discussion of ‘An Integral
quation for the Dual-Lag Model
f Heat Transfer’ (Milov, D., 2007,
SME J. Heat Transfer, 129,
. 927)”

ladimir Kulish
-mail: mvvkulish@ntu.edu.sg

asily Novozhilov

anyang Technological University,
0 Nanyang Avenue,
ingapore, 639798

Both comments from our opponent are incorrect.
Comment 1.
For the purpose of mathematical model derivation, relations �1�

nd �3� are identities which hold for any −� � t� +�. They are
nvariant with respect to any shift of independent variable and
hose shifts can be made completely independently in those rela-
ions without compromising their correctness for any −� � t�
�.

Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received June 2, 2005; final manuscript received
une 6, 2005. Review conducted by Vijay Dhir.
28 / Vol. 129, JULY 2007 Copyright © 20
For example, one can write this pair of relations in the form

q��x,t + �q� = − k
�T

�x
�x,t + �T� �*�

�T

�t
�x,t + �q� = −

1

�cp
·
�q��x,t + �q�

�x
�* * �

both are true for any −� � t� +�.
Now one can substitute �*� into �** �, make transformation of

variable t+�q= t̃ and get �6�. This is just another way to derive Eq.
�6�. Of course, the original derivation in the paper is absolutely
correct.

Comment 2.
Laplace transform of Eq. �8� is its integration from 0 to � �as it

should be�, and not from �� to �. The way we make it is clear
from the initial condition �9� which is set at t=0. This initial
condition leads to transform equation in the form �10�.

Note that for real materials ���0 �see comments on p. 807 of
the paper�.

The way we specify domain in �8�, i.e., t� ��� , � � is just to
emphasize that Eq. �6� also holds true for t� ��� ,0�. In fact, for
the boundary conditions that we are considering the both sides of
�8� are identically zero at this interval.

In order to see this, analyse the final integral equation �18�. �We
have requested to remove �*� from the formulas �17–19� at the
proof stage, but it is still there. These equations should contain t
only, not t*.� Considering t� ��� , � � one would see that for im-
posed fluxes that are identically zero for t�0 �we are considering
only such fluxes� the integral term turns into zero in the interval
t� ��� ,0�.
07 by ASME Transactions of the ASME


	TECHNICAL PAPERS
	Forced Convection
	Micro/Nanoscale Heat Transfer
	Natural and Mixed Convection
	Porous Media
	Evaporation, Boiling, and Condensation
	Melting and Solidification
	Bubbles, Particles, and Droplets
	Heat Exchangers

	TECHNICAL BRIEFS
	DISCUSSION


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /All
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /SyntheticBoldness 1.00
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveEPSInfo true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org)
  /PDFXTrapped /Unknown

  /Description <<
    /ENU (Use these settings to create PDF documents with higher image resolution for improved printing quality. The PDF documents can be opened with Acrobat and Reader 5.0 and later.)
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


